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ABDTRACT

This report describes research directed at designing
and evaluating instructional systems which are able to use
their knowledee to mimic some of the capabilities of a pood
tutor such as being able to construct/infer structural
models of a student's reasoning strategles and to 1dentify
his underlying misconceptions. Our basic research
methodology has been to construct several highly modifilable,
prototype systems, each of which emphasizes some aspect of
our intelligent CAI paradigm. By carefully choosing
restricted (but representative) domains of knowledge for
these prototype systems, an information processing framework
comprising models of expert rcecasoners, adaptive tutors, and
students has evolved.

This report 1s broken into three sectilons. The first
section describes two paradigmatic instructional systems
buiit around a decisl!on making gnd a gaming environment.
Fach of these systems illustrates some of the needs and
techniques for automatically inducing and using a structural
model of the student's reasoning strategles. The second
section moves away from these elegant but simple domains of
knowledge and explores some of the 1issues of bulilding
intelligent instructional systems over more complex domains
of knowledge, such as remedial mathematics. The last
describes some research related to the general issue of how
to design robust intellireni systems.
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INTHOGDUCTTUN

We are at the threshold of a4 dramatic advancement 1in
computer  technology which should change the way computers

ire employed in instruction. This technological advance
will decreasze h® cost of computer hardware to the extent
that ecach studert will have avalilable computational
resorees which are  currently restricted to a few elite
users, The greatest challenge facing educational

technolorists 1s to productively harness the increased
nvallability of computational power to provide an equally
dramatic improvement in the quality and cost-effectiveness
of irstructional systcoms. Traditional computer-assisted
instruction (CAI) paradiems were developed under the
assumpt - that computational power is a scarce resource and
these . radigms are, for the most part, incapable of
expleiting the latest technological advances. To
effectively wuse the increased availability cf computational
power requires a re-evaluation of the role of the computer
in instructional paradienms.

This report describes research directed at
understanding and designing instructional systems which take
fuller advantage of the computational power afforded by new

vrechnology. This new kind of instructional system will be
able to do more than spew forth 1its knowledge as factual
information. It will be able to use its knowledge to form

structural models of a student's reasoning strategies, to
dctermine his stireneths and weaknesses, and to identify his
misconceptions. Once it forms =urh a model of the 1learner,
it will then use this knowledre tc determine when and how to
nrovide remediation, heuristic recommendations ('"hints"), or
ffurther i1nstruction. To exprct an instructional system to
make such decisicns solely on the basis of its own knowledge
represents a substantial shift away from the basic notion of
fixed instructional (linear or branching) sequences toward a

more autonomous, truly adaptive, individualized instruction.

Jur basic methodclogy for understanding the design and
operation  of such instructional systems 1is to construct
several highly modifiable, prototype systems, each of which
~mphasizes some aspect of the overall adaptive approach. By
carefully choosing restricted (but representative) domains
>f knowledege for the prototype system, we have begun to
uncover a viable 1information processing framework of
"intellieent" instructional systems, comprising models of
expert reasoners, adaptive tutors, and students. This
ceneral framework will =cuide wus in coping with less
restricted domains of knowledge and in 1increasing the
tutorial capabilities over the limited domains.

6
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Prior te the research described in this report, we have
constructod AT systems that use their built-in intelligence
t.o evalunte a student's answers and construct
counter-vxamples to his hypotheses <Rrown et al 74>, From
these aystems, arose the need for tutorial initiative on the
nart of the system to interrupt the student and comment on
some fAiline in the student's behavior. For any but the
most. trivinl domain, it is clear that such interruption had
to be based on an accurate "model" of the particular student
in order to avoid inappropriate or irrelevant comments. One
of the aims cf the research performed under this <contract
was the development of such models. From this research we
discovered the difficulty of constructing a system that can
automatically formulate a model of what the student is doing
which succinctly represents his reasoning and knowledge to

i he extent necessary for isolating his fundamental
misconceptions. To complicate the develnpment task further,
t1 "intelligent" adaptive tutor must then be able to take
.ivantace of the synthesized information (e.qg. structural

models of the student's reasoning and knowledge) in order to
renerate pedacogically sound criticisms or hints.

This repcort is broken into three sections. The first
avcotion (chapters one and two) begins with an explanation of
the need for a fundamental change 1in point of view with
recard to the design of complex CAI systems. The remainder
'f chapter one and chapter two describe two paradigmatic
instructional systems which were constructed to investigate
{and ecstablish the fonndation for) a new viewpoint for CAI.

In the nDnroposed p diem the instructional system itself
meptains  an  "inteliigent™ tutoring module capable of
sutomatically inducing and using a structural model of the
student's reasoning strategies. Chapter one describes a
system to monitor a student's decision making activities
sver the domain of “attribute blocks". Chapter two
iescribes a system to cnhance the educational effectiveness
~f a2 Plato drill-and-practice game. In addition to the
futoring modules, both systems contain expert

oroblem-solving modules which assist thc tutoring module 1in
censtructing the model of the student and assist the student
when help 1is requested. The subject domains of these
systems were necessarily restricted to being structurally
"ideal" or simple in order to expedite the investigation.

The second section (chapters three and four) moves away
from these elegant but simple domains of knowledge and
~xplores the problem of building intelligent adaptive

instructional systems over more complex domains of
wnrwledge, in particular the domains of electronics and
remeodial mathematics. Chapter three (on electronics)

facuses primarily on a ‘'~gical theory of trcubleshooting and
~ffers a precise information processing model of how an



cxpert troubleshooter rcecasons. This model will play a
fundamental role in the design of any complete "intelligent!

instructional system for teaching electronics via t he
troubleshooting metnodology. Chapter four addresses the
problem of teaching procedural knowledge (as opposed to the
axiomatic knowledge underlying basic electronics). For

these initial investigations we have chosen the large and
mostly unspecified procedural knowledge that underlies the
ability to solve high school 1level algebra problems. By
making explicit all the tacit or implicit knowledge
comprising the procedural skills of algebra simplification,
we will achieve the first step in creating an instructional
system that can isolate and remediate "bugs" or mistakes
contained in a person's internal representation of these
procedures (skills).

The last section (chapters five and six) describes some
research related to the general issue of hcw to design and
use intelligent instructional systems. Chapter five focuses
on the use of the "intelligence" or knowledge base embedded
in the instructional system to achieve a new dimension 1in
man-machine communications. Chapter six sets forth some
general guidelines for the design of intelligent computer
assisted 1instructional systems. As such, this last chapter
establishes a theoretical cornerstone for a wide range of
instructional systems which can fully exploit the
computational powers of tomorrow's computers in order to
achieve higher quality adaptive instruction.

A word of caution to the reader. Each of these
chapters contains many technical details of prototype
systems which carry out their designated tasks. As
Weizenbaum demonstrated with his FLIZA program <Weizenbaum
66>, the external appearance of programs can be very
deceptive and the merits of programs attempting something as
complex as tutoring cannot be understood by 1its behavior.
Much of what 1is novel and ‘nteresting in this report is
immersed 1in details of how tasks are performed. We
therefore encourage the reader to pay more than passing
attention to technical aspects of each chapter., Only those
portions o1 the systems which 1illustrate either useful
techniques or points of view on system organization are

described. It 1is all too easy to talk atr,ut structural
models of a student and it is all too hard to understar.d
what 1s involved in actually constructing them -- evan over

simple knowledge domains.
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SECTION T - Pacadigmatic 1Intelligent Instructional Systems
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CHAPTR
AAPTEVE DN spgue TTON AND COMpL, oy KNOWLEDGE-BASED caT®

In fpwont ypﬂrﬁ, the cost of comPUtQP hardware (central
processinf  Unijyy, memories ang the 11ke) has Peen declining
very rapi(1Y- The most obvious manifCStation of this is the
dramatic Yrop in cost of the bocket Calculator. It is now
possiple U0 uy 3 fairlY Veprgstile microcomputer (the
Howlett Packard HP 65) in department stores for a price
comparabl® to 5, expensive sterg, recelver,  There js every
indicatio® that this trend Wil continue  and that we will
be seeing computeps of much Kfeater power available jin this
price raffe. uien large scale comput®r's suc . a5 the PDP-10
will nhe aVallapie at a price wel) within the budget of the
average SChogy system. As 3 result, e can expect CAI
systems tO becgpe more and more compleéX- 1In particular, it
seems  redSOnapj. to  expect 4 reater yse of techniques
developed 'N the field of Aartjpi’ial intelliBence, whose
applicabillty has been 1imited by theip use of features
availables Untiy pecently, in only the 1argest and most
sophigticated computer installations,

On the Whoye  a CAI system ;¢ justifiable only if it is
dcing sometPing pat cannot be done edually well without the
use of a Somp\:ep,. The most  sgque capability of the
computer 'S jyg ability to o, 7 very papid decisions
regarding "Nat o do next. Becsyg o of this, it is possible,
in princif'®, to desien 3 syStep with an adaptive capability
that responds rapidly to the Deegy Jr an individual student.
In the earlty days of CAI, there was gpeat optimism regarding
this kind of Capability. In f‘aCt; it was claimed that a CAI
system woUtd be sple to provide tée equivalent of a personal
tutor for evepy student, In Mugy Cur.pent CAI, however, this
capabilityY bhag gsomehow fallen b the yayside! This is
partly bec3Use pymans are 700d aqzoijve deviceS, in their

own fashion. In fact, there an. syste€ms such as TICCIT in
which the 8daptjiye component is left ©€Ntirely Up to the
user., HoWevep it seems P€asgpgyple YO supposSe that there

are siipuations Qhere the computep is suPeriopr, and it seems
reasonatl€ to 35k why such o pave not been developed
extensiv 1Y+ A pajor componelt e po answer lies in the
pre.2utly  &Ccepted view OF adaptive® instruction, The
pro: .em - Adaptive instUCtiOn nas classl?ally been
forn. ltatc<.. 35 tpe "branchineg Proph) eyt Oof specifyling when, in
an insbfdctlonal seaguence, a b”anch ShOUld occul. We will
argue tna® thig iS the Wwrong yio o of the problem angd that
there is 59Metpjng wrong With (r, whole notion of an
"instr‘uctional SQouenCG" .

(¥)This ch@Pter ;5 a breliminary 4. ¢t of a paper bty Groen,
Brown and Buri,p whieh was Pregapted DV Groen at the AFRA
conferenc?-
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Aruitoxt provided by Eic:

Ve an ot thin ctannrenl formul atton S
Cltcteated in Fivure 101 <Groen S AtKkinson Hb>,.  The baoie
iden war that the instructional procens cou 1d be broken down
into o sequenes of stares., Fach otare consisted of a set ot

fieplays to which the student  reasponded, The system  had
URAREEET bhasioe component s A history, consisting ot o
representation of the responses made by the student; A

ol ot the student's  learning processg and a decinion
Lroce fure which enabled the system to decide, on the basis
v 2 bhee history  and  the mode:, which stimuli were to bhe
Speeonted during the next stace, Inherent in the approach
wir  tne notion that, wiven a precice enough model, and A
arecdcoe onomch o eriterion,  an aptimal  decislion procedurs

et b e toand.,

L. Atkirnson has demenstrated in nis more recent work,
i io o reasonable  framework for looking at vocabulary

N

Yoo and possibly certain kinds af 4rill and practice.

By v 1. it does not cxtend to more cemplex situations!
e e 1t beast three reasens for thio:

L1 ine aimplistic notions of ot imulus® and "response" lacy
Cie expressive  pouwer neceded to drseribe large, complex
mowledre structures cd the Hroceasses which manipulate
thoem,

. bevelepinog adiequate mathomatinal  models for complex
infarmation processineg tasks ie oxtremely difficult and
may nol be possible.

i Thae flew dilgram natarinn, with its strict flow of
~ontrol ie nof ~° renlistieo representation of the

Aiaptive systems emnloyine more ~cmplex structures.

tn example of such a complex cystem is shown in Figure
v..  whian ie  taken  remoA jercription of a system for
Cn mine the spoeprammine lanmuave  PATLC. Ciearly, it 1is

Pmnoaninle to separate ~ut the dynamizs implied by a diagram
Piko thic o ieto oA ofpict acoucmaf Af stimulus and response

vever et wnat  we need are techniques for making such a
Suatem socpnorent, so thatoowe o oan innlate aspects of it,

vepetruct medele for 1b, ot un desirable criteris and
teyisen satisfaotory procedures for meeting these criteria.
‘e the cnce  of the palred hnasnriate learning tasks (for

ahiona tne simple fleweharts ~f Fieure 1.1 were appropriate),
meoarchers  were able to srorate within the framework of a

imple parali-mitio  soenarion. The oroblem in creating
sdaptive intellicent TAL U e present time Ls to formulate

o

raradirmatin samenaria.  The auestion which must be

poaitively 10 thore i~ ¢t~ ber any rationale for the

aiaptive TALD svstoms i« whother such paradiematic
il o+ vemainder of this chapter will

. P

S N MRS SPRE s y;'(i



Start Instracetional Desston

I

¥

nlttaltse the student's
hiastory for this gecston

- |

v

-

petermine, on the basts of the current hloctory
| which stimulus 19 Lo be presented

——— o——

l

[I‘ra"wt:rnb stimulus to student |

L.

lHucurd student's response ‘

‘Upd”ﬁﬁ history by entering the

>

Last stimulus and respons

l

no LT T LT -
L Has stame N of' the process been reached?

'

N
R (S0

v
Terminate Instractional Session

.......

Pl

“low Dirgream Coronp Inctructional System

O

ERIC "

Aruitoxt provided by Eic:



BASIC INTERPRETER

CURRTCULUM N\\\\\\ * :ggzixdzigciisﬁution
DRIVER | / ]
////' n\\\ lmﬂTR UCTIONAL

el AT LE
SOLUTION | | PRoBLE s
I 0 B ‘ I l
°.° \ T
% T | TS
l AR
\
| STIOENT | BSIC
| BOOEL || PROBLEAS HISTORIES AL
s
!
| FORAATION FETHORK
! . W e

Fiqure 1.2

BIP's Information Flow Diagram




be devoted to exploring a specific instance that provides an
example of what we mean by a paradigmatic system.

A prerequisite for a paradigmatic system is a subject

domain which has a simple and elegant structure. The domain
must have a logical formulation which is both well-defined
and easilv specifiable. Its 1logical structure must also

support natural mappings (analogies) into the kinds of
complex and real world domains 2at instructional systems
are intended to handle.

A domain which appears to be 1ideal for this purpose
derives from that part of the world of manipulatory
mathematics known as Attribute Blocks. Although Attribute
Blocks can be used to explore a rich variety of interesting
common sense reasoning principles, we will focus on just one
application, a game which combines the notions of logic,
decision making and hypothesis formation iuto an interesting
exercise on how to ask optimal questions and how to draw
inferences from the answers.

Description of the Game

This game is played with the 32 attribute blocks, a
deck of attribute cards and 2 looped strings. Each block
has three attributes:

SIZE: small or large

COLOR: red or yellow or green or blue

SHAPE: triangle or sguare or circle or diamond

There is one block in the set of 32 for each possible
combination of the values of the three attributes.

The deck is made up of 18 cards. Written on each card
is an attribute value or the negation of a value.

1. LARGE 7. TRIANGLE 13. NOT YELLOW
2. SMALL 8. CIRCLE 14. NOT GREEN

3. BLUE 9. SQUARE 15. NOT TRIANGLE
4. RED 10. DIAMOND 16. NOT CIRCLE
5. YELLOW 11. NOT BLUE 17. NOT SQUARE
6. GREEN 12. NOT RED 18. NOT DIAMOND

The student takes the two looped strings and overlaps
them like:



This arrangement of the looped strings has created four

areas. Area 1 is inside the string on the left (loop A) and
outside the string on the right (loop B). Area 2 is 1inside
loop B and outside loop A. Area 3 is inside both loops.
Area 4 is outside both lcops.

The .-res labelled Card A and Card B in Areas 1 and 2
represent ~ vo cards whioh the teacher chooses from the deck
5f mards. The student is NOT teld which cards have been
chosen. The object of the game is for the student to guess
the attribute value written on these two cards. To do this

the student chooses blocks one at a time and asks the
teacher where the block 2oes (according to the rule that a
block is placed inside of loop A only if it satisfies the
value on Card A, and inside of loop B only if it satisfies
the value on Card B, e.z. 1if Card A=SQUARE and Card B=NOT
BLUF, then the Large Yellow Square goes in Area 3).  The
student continues choosing blocks, asking where they go, and
placing them there until he believes he has placed enough
blocks to uniquely identify (i.e. deduce) what both of the

cards are.

What can a computer do for this environment?

Manipulatory math tools represent, in our opinion, one
of the best uses of simple, inexpensive technology that we
have cncountered. It was therefore with some trepidation
that we consicdered contaminating this otherwise simple
4emain with "high technoloay". Of course, if it served our
criteria for paradiematic systems, that might be enough
justification, but after watching numerous people use

attribute blocks we felt there were many important tasks



that could be better accomplishcd (and in some cases, only
accomplished) by having a knowledge bas o CAI system,

Protocols

Instead of providing a theoretical description of the
kind of facilities our system provides for this highly
structured environment, we will provide three annotated
protocols. Each protocol builds on the previous one and
illustrates additional tutoring features which are realized
by having the instructional system contain aduitional
information processing capabilities. However before <e can
meaningfully describe these protocols we must refer to the
basic architecture of this system. Figure 1.3 1illustrates
the functional decomposition of the system into the modules
referred to below.

The first protocol stems from a relatively simple
version of Figure 1.3 1in which there are only three
monitors, and a tutor which performs no mediation of the
output of these monitors. The first monitor (who heavily
utilizes the "expert") evaluates the student's coniecture
about what a card 1is and decides 1) if the conjecture is
necessarily correct (i.e. do the blocks placements entail
that card and only that card), 2) if it is consistent with
the known information (i.e. block placements but that there
are still other possibilities for the card), or 3) if the
conjecture is inconsistent and if So selects a
counter-example. The second monitor determines if the
placement of the chosen block could have been deduced from
the existing blocks, 1i.e. is it a logically redundant
block. From a strict information theoretic point of view,
such choices reflect informationless questions. Detecting
such questions is an easy task for the monitor to perform
but a difficult one for a human teacher. The third monitor
determines when there 1is sufficient information (blocks
already placed) to be able to deduce what one of the cards

is.

These monitors are constantly watching the environment
(i.e. student moves) and "wake up" the tutor whenever they
detect something of interest, informing the alerted tutor of
what it was that they found worth waking him up for. Note
that even in this elementary version of the system the exact
flow of control is not easy to specify since it depends on
when and why a monitor interrupts the normal course of
action of the system.
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PROTOCOL 1
Attribute Block Game

This is an example of a student usi. ., a simple version of
the Attribute Blocks system. The lines which begin with
"% " yere typed by the student.

WELCOME TO THE ATTRIBUTE BLOCKS WORLD

TWO CARDS HAVE BEEN CHOSEN.
System selects two cards.

-~--CHOOSE A BLOCK----
* LARGE Y SQ

The student tells the system which block he would 1like
placed. The system will recognize any reasonable
abbreviation of a block description.

PUT THE LARGE YELLOW SQUARE IN AYCA 3

System tells him where to place his block in accordance
with what the cards are.

SYS

----CHOUSE A BLOCK-=~--

¥ SMALL YELLOW SQUARE 1

PUT THE SMALL YELLOW SQUARE IN AREA 1

YOU SHOULD BE ABLE TO DEDUCE CARD E NOW.

4

The monitor watching the possibilities space wakes up
the tutor to tell the student a potentially surprising
fact: There 1s only one possible theory left for Card
B even though there isn't a single block in AREA 2 and
only two blocks placed! This is an example of the type
of monitoring humans are not very good at.

----CHOOSE A BLOCK----
* IS CARD B LARGE?

Student forms a conjecture. In the non-computerized
version of the game, this question had only two
answers; vyes and no. That is, the conjecture 1is the
same as the card or it i1s not. The tutor allows this
to be answered in three ways: Yes, No, or Maybe. In
this case LARGE is the only possible value Card B could

-13-
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hve: so the answer is yes.
YES, THAT IS CORRECT.

----CHOOSF A BI.OCK----
¥ IS CARD A SMALL?

Student forms another conjecture. In this case, the
tutor finds a counter-examnle to his conjecture so the
answer is "no and here's why".

NO. IF CARD A WERE SMALL, THEN THE LYRGE YELLOW SQUARE
WHICH IS IN AREA 2 WOULD BE OUTSIBR 0OV LOOP A.

----CHOOSE A BLOCK==-- ///:)AIQ
¥ LARGF Y DI
PUT THE LARGE YELLOW DIAMOND IN AREA 3 sY iif
J
----CHOOSE A BLUUK=-==- 1\\\3
¥ IS CARD A YELLOWY
4
The student forms another conjecture. In this case the
tutor intorms him that his "guess" is consistent with
the «nown information but that it is just a guess
because there are still other possibilities. This is
an example of "maybe." Note that a human teacher would

have a hard time distinguiching this fact and would
simply answer yes or no depending on whether Card A was

Yell w!

IT COULD EF, BUT IT COULD AL30 BE NOT RED, NOT GREEN,
NOT BLUF, NOT CIRCLE, OR NOT TRIANGLE.

—--=-CHM0OSE A BLOCK=-=---
¥ L RCI
PUIT THE LARGK RED CIRCLE IN AREA 2

This particular block performs a perfect split of the
hypothesis space, 1.e. it rules out NOT GREEN, NOT

BLUE, and NOT TRIANGLE.

///fj;>(”~\\
----CHOOSE A BLOCK-=---

# L G CI
PUT THE LARGE GREEN CIRCLE IN AREA ° SYS Lys LRC
c

LYD LG
Rules out NOT RED. 1 3 2
\——\)\_,_//
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----CHOOSE A BLOCK----
* HELP

CARD A CAN NOW BE
YELLOW, NOT CIRCLE.

CARD B CAN NOW BE
LARGE.

HELP calls the expert to generate the possibilities
le’t for each card. Now the student must distinguish
between the two.

---~-CHOOSE A BLOCK==-~

¥ S Y DI

PUT THE SMALL YELLOW DIAMOND IN AREA 1
YOU DIDN'T GAIN ANY INFORMATION BY THAT.

Another monitor decides that the answer to that
quastion or block placement was deducible from the
known information. Since the block the student chose
contained both possible values for CARD A (it is both
YELLOW and NOT CIRCLE), it necessarily had to fall in
CARD A’s area (AREAS 1 or 3), and therefore couldn't
give him any new information about the value of Card A.

----CHOOSE A BLOCK=----

* L YCI

PUT THE LARGE YELLOW CIRCLE IN AREA 3
YOU SHOULD BE ABLE TO DEDUCE CARD A NOW.

This Dblock contains the negation of one of the
hypotheses for CARD A (NEGATION(NOT CIRCLE))=CIRCLE;
and holds the other one constant (YELLOW). This is the
correct strategy for breaking down a hypothesis space.
The tutor tells him that he did Jjust that and now
should be able to deduce the card.

----CHOOSE A BLOCK~=---

¥ IS CARD A YELLOW

YES, THAT IS CORRECT.

YOU HAVE NOW GUESSED BOTH CARDS.

--Wwhich he does!




This second protocol reflects a slightly more versatile
tutor. In this version, the tutor performs some services
besides acting as a mouthpiece for a monitor. For example,
when the tutor is alerted that a card can now be deduced, it
tries to get the student to see why this is the case. Also,
whenever the tutor 1is alerted by the monitor, which is
watchineg for a student to choose a redundant block, the
tutor, 1in ccnsultation with the expert, invokes one of
several stratec.os for trying to get the student to realize
i) the concept or meaning of redundancy, and ii) why his
particular choice was redundant.

PROTOCOL 2

Examples of Tutoring

These are examples of the tutoring which would have
transpired in protocol 1 using the more sophisticated tutor.
The lines which begin with "*¥" and "> " were typed by the
student, where "**" represents a student's statement and ">"
represents a student's response to a tutorial query.

Fxamrle when student doesn't deduce a card:

----CHQUOSKF A BLOCK=-=---
*%¥ ARGE YELLOW SQUARE
Put the LARGE YELLOW SQUARE in AREA 3.

%5 YV S0

Put the SMALL YELLOW SQUARE in AREA 1
The student should be able to figure out what Card
B 1is. Rut instead of ~uc-ssing it, he nlaces
another block. ‘

¥*¥, Y DI 4
Can you tell me some possibilities for rd B?
> LLAKGE, SQUARE AND YELLOW

The tutor asks the student about Carcd B. It 1is
possible that the student has just not considered
it bemausc the blocks both fall in loop A. When

the student aives three possibilities the tutor
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evaluates each giving counter-examples to the ones
which are incorrect.

Card B could be LARGE.

But if Card B were SQUARE then the SMALL YELLOW SQUARE
which is in Area 1 would be INSIDE cf Loop B.

And if Card B were YELLOW then the SMALL YELLOW SQUARE
which is in Area 1 would be INSIDE of Loop B.

By taking the initiative, the tutor has gotten the
student to observe that his reasoning 1is
incorrect.

Put the LARGE YELLOW DIAMOND in AREA 3

Example of tutoring after placement of a worth'css block:

The possible theories are:
Card A can now be YELLOW or NOT CIRCLE.
Card B can now be LARGE.

¥%¥S Y DI 4
The monitor has noticed that the student 1is
plac ng a worthless block so tne tutor is called.
The tutor tries to get the student to realize that
he could predict where that block will fall.

Where do you think the SMALL YELLOW DIAMOND will go?

> AREA 1
lt's true. It could go there.
Is there anyplace else the SMALL YELLOW DIAMOND could go?

> AREA 4

If the student thinks there is someplace else it

could go, he must have an incorrect idea of what
Card A could be (since he already knows what Card
B is.)

What value could Card A have which would cause

the SMALL YELLOW DIAMOND to go in Area 47

> NOT CIRCLE

If Card A were NOT CIRCLE, the SMALL YELLOW DIAMOND
would go INSIDE of Loop A and NOT in Area 4.

-17-



What value “Culy card A nave whiap would cause

the SMaLL TPLLUy pIAMOND to 20 in ppea 47

> NOT pIAMOND

If Carq A Were yor DIAMOND then tp  4RGE YrpLOW DIAMOND
whioch (o i0 Areg 3 would be OUTSIDE of Loop A

What vslue "Oulq card A have Whicp _,1d cause
the SMaLL YELLOy pIAMOND to ¥ in ppea 47

> NONE

Is thepe 3"YPlace besides Ar€a 1 ¢y the SMALL
YELLOW pI&MOND < ,1d 07

> NO .

When there 1S only one place A bloek .an go, jt's
not helpinf You puess what the Capgg are.

Dut the F‘ﬂALi. YFLLOW DIAMOND in AREA 1

Fxample of 3N ajternative tuloring  prategy after a
worthless Plock.

The possible Lhepgries are:
Card A can 0w phe YELLOW or NOT crgpcLE-
Card 2 can MOW po LARGE.

®*%S Y pla

An a)iepnative stratégy e the tutor when called
by the monitor is t}O make the Student §War~e that
his Kygek 1S not SPlitgjn, nis hypothe€sis space.
The r{pst step 1S to “get Dim to verbalize the
pOssipilities. If Ne ye, o wrong on any of them,
COuntep.examples WOUl4q e &1lven. If there were
!T]O["e, t he tutor wOUld WO rKk Wwith t he Subset t he
St”dent gives.

Can you terl me gome possibilitieg por Card A?
> YiLLow AND Nop CIRCLE ‘
Poth of thP3€ 3. possibilitles,

Next tpe tutor aSKS e pniS block SPlits his
NYypothesis Space. Singe pe P€lieves it would, the
tutor walks him througp t he deductions to show him

differentlY-

Will the SMALL YELLOW DIAMOND eliminate either of those




theories?
> YES
Would the SMALL YELLOW DIAMOND go INSIDE or QUTSIDE
of a loop whicn had 2 card value YELLOW?
> INSIDE
Fieht
Would the SMALL YKLLOW DIAMOND go INSIDE or QUTSIDE
cf 2 loop which hed a card value NOT CIRCLRE?
> T
Right
S50 you know that the SMALL YELLOW DIAMOND gres INSIDE of
Loop A no matter which of those values Card A has.

Put the SMALI. YELLOW DIAMOND in AREA 1
That was an information-less block!

The third protocol reflects a substantially expanded
set of monitors. In this version, there are monitors which
watch for instances when higher order information can be
logically deduced (besides just the identity of a card).
Such an example might be that, given the current placement
of blocks, one can logically conclude that a card could not
be any SHAPE. These more abstract characterizations of the
remaining possibilities for a card stem from Knowing general
rules or principles about the structure of this environment.
For example, one rule ahout shapes 1is if there are two
blocks of the same shape with one of them inside a loop and
the other outside of a loop, then the card for that loop

can't be either a positive or negative shape! This 1is a
non-trivial abstraction and nelping students to discover
such abstractions is a worthwhile goal. This third version

has monitors that understand all these abstractions and
whenever one is encountered, it alerts the tutor who can
then question the student much as was done in the previous

protocol.

In addition to these monitors, t he expert's
capabilities have been expanded to compute the actual and
expected information gain from any particular question (i.e.
block choice). This 1information enables the student to
experiment with the effectiveness of different decision
strategies and enables the tutor to provide substantive
hints as to what is the next best question to ask (i.e.
block to choose). This facility in conjunction with the
HELP command, which invokes the expert to compute all
consistent possibilities for each card, provides an entirely
new dimension to this environment -- a dimension that would
be nearly impossible to realize without a computer.

-10-



PROTOCOL R

Information and Event Monitoring

This protocol is the same game that was played 1in
Frotoeol 1, i.e. the same values for the cards and the same
sequence of blocks. For this protocol however the

irnformation monitor and the event monitors have been turned
orn. The protoccl also points out the wuse of the HINT
command . The st | nt typed the lines which begin with "*#n
which is follcwrd .y cither a block choice or a reguest for
"HELP" or a hint.

Cards A and B have been cliosen

~—- CHOOCSE A BLOCK ---

**¥| ARGE Y SQ

Put the LARGE YELLOW SQUARE in AREA 3

The cxpected information content of that block was 1.0
The actual information content was 1.0

The unit of information can be thought of A. "the
number of blocks reguired to uniquely a nine
hoth cards". The best block general.v has
expected .uformation of about 1.

¥*SMALL YELLOW SQUARE

Put the SMALL YELLOW SQUARE in AREA 1

The expected information content of that block was .50
The actual infearmation content was 1.67

Notice that in this case the student gambled with
4 "bad" block and won. Tne informaticn monitor
provides the student a new tool with which to
compare strategies and choose between zlternative
ways of making decisions.

Below are the event monitors wrich were fired by
the placement «f this block. In future systems,
these monitors woulid invoke the tutor similar to
the way the placement of a worthless block does
now. Notice the number of event monitors which
fired -- this confirms the fact that the actual
information gained by this block was quite high.

Card B must be size
Card B must be positive
Card B can't be shape




Card B can't be color

Card B can't be negative

Card B can't be positive shape

Card B can't be positive color

Card A can't be size

Card B can't be negative color

Card B can't be negative shape 2
¥ Y DI 4

Put the LARGE YELLOW DIAMOND in AREA 3
The expected information content of that block was .41
The actual information content was .21

Card A can't be positive shape

*¥HINT '
I think placing a NOT YELLO. CIRCLE OR TRIANGLE
would be a good idea.

The HINT command uses the information measure to
determine the set of Blocks with the highest
expected gain. An intensional description of this
set 1s then calculated and given to the student.
The intensional description allows the student to
3ee which attributes are critical to the splitting
of the hypothesis space.

**[ R CI
Put the LARGE RED CIRCLE in AREA 2
The expected information content of that block was .5

The actual information content was .5

®RHELP
Card A can now be YELLOW, NOT RED or NOT CIRCLE.
Card B -an now be LARGE.

*XYINT
I think placing a NOT YELLOW thing
which is not CIRCLE, a BLUE OR GREEN 4

thing ot a NOT RED CIRCLE would be a good idea.

**[, G CIR
Put the LARGE GREEN CIRCLE in AREA 2
The expected information content of that blonck was .46

The actual information content was .29
Card A can't be negative color
*XHELP

Card A can now be YELLOW or NOT CIRCLE.
Card B can now be LARGE.
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%S Y DIA
Put the SMALL YELLOW DIAMOND in AREA 1
The expected information content of that block was 0.0

The actual information content was 0.0

¥*¥UINT
I think placing a NOT YELLOW thing which is not CIRCLE
or a YFLLOW CIRCLE would be a good idea.

¥*¥L Y CIR
Put the LARGE YELLOW CIRCLE in AREA 3
The expected information rontent of that block was .5

The actual information content was .5 »

(ard A must be positive color

Card A must be color

Card A must be positive LRC
Card A can't be shape LGC
Card A can't be negative

Card A can't be negative shape 2
¥%¥3TOP 4

It must now he clear that the logical 1information being
computed for the tutor is approaching information overload
and if the tutor were simply to pass it on to the student
or, for example, query him each time a monitor deduced some
fact, the student would collapse into a hysterical twitching
heap! The tutor is in need of some guiding principles for
determining which of this information 1is important to a
particular student at a given moment. But how can the tutor
make any rational decisions along these lines without having
1t his disposal a model of what might currently be important
to the student? Here we have a definite need for a
structural model of the student. In particular, the model
should make explicit which rules cor generalizations the
student already knows, which ones he clearly does not know
and which ones he has used sometimes incorrectly.

There is a beautifully simple paradigm for using and
constructing such a model. Assoclated with each monitor is
5 =et of rules he could use to derive or achieve 1its
narticular goal (fact). Any time a monitor achieves 1its
roals, it need inform the tutor not only of his success
(1.0, card A can't be any SHAPE) but must also inform the
tutor of the way it deduced this fact.* (This mignt
nenessitate additional nalls on the expert.) Then, the tutor

(¥ For the mement let us assume this derivation is unique.
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can either decide that the student has already shown mastery
of these rules, or if in doubt, he can decide to query the
student about the conclusion. If the student answers the
question correctly then the tutor has evidence that he can
successfully use these rules to derive the appropriate

information. Whether the student answers <the question
correctly or not, the tutor has gained new information about
which rules he knows and how he can conbine them. (Of

course, there may be higher-level considerations that
dissuade the tutor from asking any question at the moment
that a monitor discovers something.)

Production Rules:

The rules comprising the structure of this environment
can be viewed as production rule schemes in the sense of
Newell and Simon. Similar formulations are currently being
exploited by many cognitive psychologists. As such, the
blocks world provides a nearly open ended range of
possibilities for examining how to induce production rule
based, structural models of a student.

System Description

The Attribute Blocks system has been structured to
allow experimentation with various tutorial and assistance
modules. In this section we will describe the overall
structure of the Blocks system, and the workings and
responsibilities of the individual modules. Figure 1.2
shows the Dbasic organization of processes and data within
the Blocks system.

Executive

The executive has responsibility for the control flow
within the system. The typical control path to process a
student's move is as follows: The executive reads the input
statement from the student and passes it to the natural
language uuderstander. The natural language understander
identifies the intent of the statement and returns its
semantic structure. The semantic structure contains the
pertinent infcrmation for one of the environment maintainers
(Unless, of course, the statement was directed to the tutor
or one of the monitors.) The executive calls the proper
maintenance routine which carries out the proper change to

the environment. Then, before the student 1is told the
result of his statement (e.g. where a particular block
goes), the "pre-answer" tutor is called. At this point the

tutor knows the student's move and what the result of that

move will be. The tutor can, for example, query the student
about what he had in mind by placing that block (while the
student still has it in mind) or he can point out some

-23-



things  that  the student should have known but didn't
(because it he had, his present statement would have been
different). After the tutor has finished, the executive
calls the natural languase generator to tell the student the
result of his statement. Then the tutor is called again,
this time to further explain the results of the statement or
possibly the ramifications of it. This is also when the
various monitors are invoked.

The executive also maintains the history 1list of
student interactions. For cach interaction, the student's
statement, the result generated by the system, any advice or
tutoring he was given and the context in which the statement
occurred are saved on the history list. The“history list is
used by the tutor to find old possibilities lists and also
to check on the types of tutoring it has given the student
in the past.

Natural Language Understander

The classes of sentences required by the Attribute
Blocks system to date have been fairly straightforward and
are handled easily by a small semantic grammar based
processor <Brown & Burton 75>. The Blocks grammar has about
15 semantic categories and involves very little complexity.
However the flexibility allowed by the goal directed nature
of the semantic grammar was particularly useful in the rules
for recognizing descriptions of Dblocks. Without it, the
understander would have been much harder to write.

In writing the parser for Blocks, the semantic grammar
framework was extended by the addition of commands.
Commands are one word directives to the system such as HELP,
HINT, STOP, SHUT/UP, EXPERIMENTING, etc. A facility was
added to the parsing mechanism to allow words to be defined
as commands and then recognized in a bottom-up manner which
short-circuits the regular top-down parsing scheme. This
facility has allowed new commands to be added quickly and
easily.

Fnvironment maintenance

The Rlocks system is built around an environment of a
student playing with attribute blocks. This environment
cerzists of the values ¢f the cards, the locations of blocks
whi~h have been placed, and the possible theories for the
cards which are consistent with the placed blocks.* The
tasks involved in the Blocks laboratory are performed by
procedural specialists called environment maintainers.

(#¥)The list of pessibilities can be recalculated from the
blocks but was deemed important enough to make it part of
the environment.

ol



These tnsks include placing and removing blocks (including
determining where blocks should go) printing the present
board configuration, setting up the cards to begin a game
and stopping the session. The effect of each of, these
maintenance actions is to change some portion of the data
base which is examined by the other modules.

Monitors

To study the effects of various types of services which
the Attribute Blocks 1laboratory could provide, several
different types of monitors were designed and implemented.
Protocol 3 presents the same example that was presented in
Protocol 1 but with different monitors in effect.

Remaining possibilities monitor

In order to allow the student to see the effect that
placing <certain blocks had on the theory sets for each of
the cards, a monitor was written which calculates all of the
possible values for each of the cards from a configuration
of blocks. Using this monitor, together with the ability to

remove blocks, the student can discover how certain blocks
(Questions) will split a set of possible theories. This
monitor cair also wake up the tutoring routines when

worthless blocks are placed or when a set of possible
theories is reduced to one element,

Information Gain monitor

The Attribute blocks world is an excellent domain to
study problems of making decisions such as what makes a good
question. The expected information gain of a block and the
actual information gained provide a valuable metric for
evaluating alternative questions. The expected information
gain of a block is the sum over the four areas of the amount
of information gained by that block falling 1in that area,
times the probability of it falling there. The amount of
information gained from a block falling in an area is the
logarithm of the percentage of possible theories that block
eliminated (in the cross product of theories for card A and
theories for card B). The logarithm is taken base U4 since
each question has four possible answers (each block could go
in one of four possible areas). Since the beginning theory
space has 324 members (18x18), the expected number of
questions required to isolate one individual element is
LOG 324 (base 4) or about 4.2 When the total actual
information gain of the student's blocks totals 4.2, he can
deduce both cards. By seeing the -expected and actual
informatio= gain, the student can begin to develop
intuitions :bout "good" qguestions.



Fvent monitors

Fvent monitors provide a means of monitoring the
remaining list of possibilities for the occurrence of a
vparticular event. An event occurs when a generalized class
of wvalues must be the case or can't be the case. For
protocol 3 there were Classes monitored for size, shape,
color, positive shape, positive color, negative shape,
negative color, positives and negatives. A class is defined
as a list of theory values. For example the positive shape
class is (TRIANGLE CIRCLE DIAMOND SQUARE). Each time the
student places a block, the new possibilities list is
checked for a change of status with respect to each of the
classes. There are two changes of stdtus which are
considered worthy of note. One is when the possibilities
list no longer intersects class. In this case, that class
has just become impossible. The other important change of
status occurs when the possibilities list becomes a subset
of one of the classes. In this case, that class has just
become required. In protocol 3 the monitors merely evoke
printing functious which herald the event to the student.
In a more :ully developed system, these monitors would
invoke the tutoring component as is currently done when a
worthless block is placed. The tutor would then have the
option of exploring the reasons for the event with the

student.
Pre-answer tutor

The "pre-answer tutor" springs into action when either
(1) the student has placed a worthless block or (2) the
student has placed a block when he should have been able to
deduce a card but didn't. The tutor attempts through a
series of pre-stored questions to direct the student's
attention to aspects of the situation that he may have
missed. Protocol 2 shows several examples of this tutor
intervening 1in a student's session. At present the tutor
has three strategies, (1) If the student fails to deduce a
card, try to get him to say what he thinks it could be and
show him by counter example where he is wrong. (2) If the
student places a worthless block, try to get him to predict
where it will go and convince him that is the only place it
could =o. (3) If the student places a worthless block, get
him to verbalize some remaining theories and choose a block
which would distinguish between them.

From experiments, we have found this tutoring to be
v=luable although at present much too oppressive! When to
tutor and when not to is a very difficult problem whose
snlution will require a structural model of the student.
The follcowine chapter is devoted to precisely this issue.
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CHAPTER 2
AN INTELLIGENT TUTORING AND STUDENT MODELLING SYSTEM

In this chapter w- describe a paradigmatic CAI system
that was built to investigate the problems of 1) developing
a representation for a logically adequate model of a
learner, 2, constructing actual models of learners in
learning situations, and 3) constructing a tutor which could
use the constructed models to provide (on its own)
well-timed, insightful comments. The interactions between
these three problems dictate that they be attacked
simultaneously. The logical adequacy of a student model
cannot be investigated without specifying how the model is
to be used by the tutoring system. Likewise, there 1is no
point in inventing a representation for a model which is
structurally more complicated than one which the system can
automatically induce.

In classical CAI, the tutoring behavior is 1locally
controlled by a predetermined :Iastructional branching
sequence which, at best, references a coarse model of the
student. This differs substantially from our view, in which
the tutoring module has complete freedom to interrupt the
student at any time and must use its knowledge of the domain
together with the synthesized model to decide what to say
and when to say it. The viability of this approach depends
critically on how well the model represents the student's
reasoning strategies and current state of knowledge. If the
tutor is to deviate from a predetermined instructional
sequence, 1its new course of action must be based on its
reasoning capabilities and the minute details of a student's
strengths and weaknesses!

In order to gain some leverage on building a system
that could actually construct and use a model of the
student, we <chose a domain 1in which we could easily
construct an expert program that the tutor could call on for
evaluating the student's behavior. The domain of knowledge
chosen was the PLATO game "How the West Was Won." A
provocative doctoral thesis by Cecily Resnick <Resnick 75>
describes some preliminary experiments which question the
effectiveness of this game as a learning environment.
Taking her thesis as our starting point, we attempted to
transform this arithmetic game into a highly productive
learning environment by adding a student modeller and an
intelligent, sensitive tutoring progranm. The tutor's
comments were to be sufficiently insightful and well-timed
that students continue to view the game as exciting and fun
but at the same time actually learn something! The problem
in building this system was to make the tutor neither too
vocal -~ so that it would neither be constantly babbling ot
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the mouth, destroying the appeal of the game, nor SO
reticent that little would actually be learned. We felt
that this could be achieved by bringing powerful information
processing techniques to bear, thereby opening up an
excising new domain of CAI.

Description of "How the West Was Won"#

This game is played with two opponents (the computer
usually being one of the opponents), on a game board like
that in Figure 2.1. The object of the game is to get to the
last town on the map (position 70). On each turn a player
gets 3 spinners (random numbers). He can combine the values
of the spinners using any 2 (different) arithmetic operators
(+, -, ¥ or /). The value of the arithmetic expression he
makes 1is the number of spaces he gets to move. (He must
also specify the answer.) If he makes a negative number, he
moves backwards.

Along the way there are shortcuts and towns. If a
player lands on a shortcut, he advances to the other end
(e.g. from 5 to 13 in Figure 2.1). If he lands or a town,
he goes on to the next town. When a player lzads on the
same place as his opponent, unless he is in a town, his
opponent goes back two towns. To win, a player must land
exactly on the last town. Roth players get the cume number

of turns, so ties are possible.

Why Tutor at All?

A central premise of complex, knowledge-based CAI 1is
that good tutoring can point out structure in an environment
which might have otherwise been missed, and by so doing
allows the student to enrich his undcrstanaing of (and
skills in) the environment. In West, an untutored
(unwatched) student may tend to become fixed on a subset of
the available moves and hence miss the pote~-i.al richness of

the game. For example, a student may adopt the strategy of
adding the first two spinners and multiplying the result by
the third spinner, (A+B)*C. Since the third spinner tends

to be the largest, this strategy is close to the strategy of
multiplying the largest number by the sum of the other two
numbers (which procduces the largest possible number). If
this strategy is augmented by a rule that prevents moving
of f the board (i.e. s simple end game strategy) it
cenerates a respectable game. Notice, however, that much 1s
missed. The student is unaware of the special moves such as
bumps and therefore of such gquestions as, "Is it better to
send my opponent back 14 or get 9 ahead of him?" In fact,

(¥)This game was written by Bonnie Anderson for the PLATO
Flement~ry Mathematics Project,
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FIGURE 2.1

Game Board for WEST (from PLATO terminal)

LOCOMOTIVE's Turn: ) g 7 A~ 2
Your numbers: 1 2 6 ¢ !
Your moves 6x(1+2)z= 18 3 2 ® 3

Press -NEXT-
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since the student geonerates only one move, he misses the
whole notion of stratesies for deciding between alternative
moves. From an arithmetic point of view, he 1is performing
one calculation per move 1instead of the dozens which he
would have to perform to answer questions such as, "What
numbers can I form with these spinners?" or "Can I make an 8
with these spinners?" By interjecting comments and
suggesting better moves to the student from time to time
(not too often), the tutor tries to widen the student's view
of the game.

Tutoring by Issue and Example -- a General Paradigm

The paradigm of "issues and examples" was developed to
provide the tutoring system with the means to focus on
relevant nortions of the student's behavior. The important
aspects (skills) of the domain (i.e. what the student is
expected to know or learn) are identified as a collection of
"issues™". The issues determine what parts of the student's
behavior are being monitored by the tutor. The 1issues are
implemented as procedural specialists which watch the
student's behavior for evidence that the student wuses or
does not use their particular concept or skill. As the
student plays, a model of how he is performing, with respect
to each issue, is constructed. When he makes a "bad" move a
tutorial component uses the model to decide why the student
did not make a better move, that is, which issue he missed.
Once an issue has been determined, the tutor might decide to
present an explanation of that issue together with a better
move which illustrates the issue. In this way, the student
can see the usefulness of the "issue"™ at a time when he will
be most receptive to the idea presented -- immediately after
he has thought about the problem.

Figure 2.2 presents a diagram of the modelling/tutorial
process underlying the paradigm. The first major component
~f the process 1is the construction of a model of the
student's Dbehavior. The model 1is constructed from an
environment in which the student is solving a problem (in
this case, a move in a game). Within this environment the
student exhibits a certain behavior (such as making a move).
The 1important aspects of this behavior (the issues) are
abstracted into the model by the issue "recognizers'". This
abstracting 1is also done with respect to the behavior of a
computer-based "Expert" in the same environment. The two
abstractions are compared to provide a differential model of
the student's behavior, which indicates those issues on
which the student is weak. Notice that without the Expert
it is not possible to determine whether the student is weak
in some area or whether the need for that skill has arisen
infreauently in the student's experience.
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The  second major component  of  Figure o2 is  the
"Tutor™, When the  student makes a less than optimal move
(as determined by comparing his move with those of the
Expert) the Tutor uses the is<ue "evaluators" which scan the

student model to create a List of issues on which the

student is weak. From the Expert's list of better moves,
the tutor uses the "issue" recognizers to determine whioh
issues are illustrated by better moves. From these two

lists (the "weak" ic<ucs and the better move 1issues), the
tutor selectns an issue and a good move which illustrates it.
The selected issue and example are then passed to the output
renerators which produce the feedback to the student.

We would like to stress two points in  the above
progess, One is the necessity of the Expert, and the other
is the importance of identifying the critical 1issues. The
xpert provides a measure for evaluating the student's
behavior in unpredicted situations. The issues define those
structured or conceptual components of the environment which
the st.dent is expected to learn and they provide a handle
to structure and direct the exploration of the environment.

Protocol

Before discussing the modelling/tutoring process 1in
greatar detail, we present in Figure 2.3 a protocol of a

student playing WEST. The tutoring component has Dbeen
accelerated to ecenerate more feedback than normal. In
particular, the normai paced tutor seldom hassles the
student two mcves 1in a row. In the protocol, all lines
typed by the student begin with "=> ". The lines which are
indented 5 spaces are information determined by the model or
the tutor and are not seen by the student. Annotations are
indented.
FIGURE 2.3

welcome to "How the West Was Won'".
What is your name?

=> Debbie

Do you want to go first?

=> Yes

It's YOUR turn.. Spinners are: 1 2 2
Wwhat arithmetic expression did YOU form?
=> (%242

Wwhat number does that give you?

=>4

v
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The numberas that covtd have been made were:
L e R O I ST

"best" move is (2%2)41,
delta-ways: 13-1, 10-8, 6-1, 4-H, 3-2, "=3, 1.3
Move ranks 11 which i FAIR
The indented information above is generated by the

FXPERT module on each turn. This information is not
seen by the student but {s used by the TUTGR, MODEL
EVALUATOR and STUDENT MODELLER modules, It is
included here to indicate t he complexity of
information that i{s wused by the system to follow the
student's benavior. The first line gives the raige
of numbers that ourd legally be made using the
spinners. The secona line gives the "best" move
according to the metric of maximizing the difference
between you and your vpponent, (These two pieces of
information are available to the student through the
"hint" key if she wants it.} The third line
(beginning "delta-ways") represents the legal move
space. The first number 1in each pair gives the
number of spaces aheat the student would be (i.e.
delta). The second number is the number of different
arithmetic patterns which could have been used to
achieve that lead. 1In this case there 1is one move
which would have put Debbie 13 ahead (making 5 and
taking the shortcut), eight moves which would have
put her 10 ahead (making 0 and getting advanced to
the next town), one that would put her 6 ahead, etc.
Her move (4 ahead) ranked 11 because there were 10
better ones. 1+(2%2) 1is considered the same as
(2%¥2)+1 when determining the rankings. For the rest
of the protocol conly the Ravk of the student's move
will be shown.

Debbie is at 4 -~ the COMPUTER is at O
It's MY turn.. Spinners are: 1 2 3
My expression is: (1%2)+3

Which gives ME 5
I took a SHORTCUT

the COMPUTER is at 13 -- Debbie is at |
It's YOUR turn.. Spinners are: 2 1 2
What arithmetic expressicn did YOU form?
=> 2%142

What number does that give you?

=>4

Debbie makes another less-than-optimal move Dbut two
moves 1s %oo early to start tutoring.

Move ranks 9 which is FAIR
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PDebbhie i gt B o~= the COMPUTFR fa ot 13

Itts MY turn,. Sploners are: 1 0201

My expression in:  (1+1)%°

Which wives MR A

the COMPUTER is nt 17 -= Debbie 15 at 8

[t's YOUR turn.. Spinners are: 1105
What arithmetiec expression did YOU torm?

=D 1H145
What number doen Lthat give you?
=> 6

Move ranks 3 which is GOOD
The ISSUES are (PATTERN PARIMLS STRATEL D)

These are the tutorable 1issues which have been
determined by considering the student model together
with the moves which are better. Debbie's first
three moves have all had the same pattern, a*b+c
which does not require parentheses; whereas the bhest
move uses a different pattern which does require
parentheses . the issues of PATTERN and PARENS are
noticed. The issue of PATTERN was chosen because it
is more npecific than PARENS. The STRATEGY 1issue
indicates that there is no coherent pattern arising
for the Student's moves, as will be discussed later.

It's beginning to seem like you stick to the same old
standard pattern in your move. The really expert players
try a whole bunch of nossibilities. An example of a good
expression would be: (1+1)*5, which is a pretty good move.
So vau could have been at 18 with ME finishing up the turn
at 17.

After the presentation of a better move, the student
may be allowed to retake her turn. This usually
makes the student more receptive to the advice. In
this case Debbie decides not to put herself in front
of her oOpponent.

Would you like to take your turn over?
=> No
Debbie is at 14 -- the COMPUTER is at 17

It's MY turn.. Spinners are: 3 3 2

My expression is: (3+42)%3

Which gives ME 15

the COMPUTER is at 32 -- Debbie is at 14

It's YOUR turn.. Spinners are: 3 # ©
What arithmetic expression did YOU form?
=N 240 %5
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What number does that give you?
=> 23

Move ranks 7 which is FAIR
The ISSUES are (PARENS ORDER STRATEGY)

In this case the ‘tutor picks on the 1issue of
parentheses use. ORDER (using the spinner 1in a
particular order) was not a issue last turn because
none of the better moves required changing the order.
(In a less condensed session, the tutor would not
comment on two moves in a row.)

I notice that you don't use parentheses very often. I think
you could win more often if you tried using parentheses.

For example, you could have made the expression: (3+4)%5,
which is alright for an amateur! So you could have been at
49 and I would only have been at 32. -

Would you like to take your turn cver?
=> Yes

In this case Debbie retakes her turn. The players
are put 1in their original position and the spinners
are the same. Retaking a turn allows the student to
go thru the motions of the suggested move for
themselves and makes it easier to remember.

Debbie is at t4 ~- the COMPUTER is at 32
It's YOUR turn.. Spinners are: 3 4 5 -
What arithmetic exrression did YOU form?
=> (3+4)%*5

What number does that give you?

=> 35

Debbie is at 49 -- the COMPUTER is at 32

It's MY turn.. Spinners are: 2 2 1

My expression is: 2%(1-2)

Which gives ME -2

I landed in a town.

the COMPUTER is at 40 -- Debbie is at 49

It's YOUR turn.. Spinners are: 1 2 3
What arithmeti. expression did YOU form?
=> 2+1%3

What number does that give you?

=> 5

Move ranks 13 which is POOR
The ISSUES are (DIVIDE MINUS STRATEGY)

Up to this point the only operations Debbie has used
are addition and multiplication, so division and
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subtraction become issues because there are better
moves which use them.

You shouldn't forget that it's alright to divide, so long as
the answer comes out evenly. Especially when there is a
good move not too far away, you should consider division as
a way to make the right number. This expression is a
typical example: (1+2)/3, which would have resulted in a
TOWN! Then you would have been at 60 while I would have

ended up at 40.
Debbie is at 54 -~ the COMPUTER is at 40

It's MY turn.. Spinners are: 2 4 2

My expression is: 2+(4/2)

Which gives ME 4

I took a SHORTCUT

I bumped YOU

the COMPUTER is at 54 -- Debbie is at 40

It's YOUR turn.. Spinners are: 1 2 2
What arithmetic expression did YOU form?
=> 1+2*2
What number does that give you?
=> 5
Move ranks 11 which is POOR
The ISSUES are (BUMP SHORTCUT ORDER STRATEGY)

You don't seem to be bumping very much. Bumps are hard to
get but are usually a good idea. One good example would be
the expression: (1%¥2)+2, which would give you a SHORTCUT
and a BUMP!! So you could have been at 54 while I would

have ended up at 40.

Debbie is at 45 -- the COMPUTER is at 54

It's MY turn.. Spinners are: 1 2 1

My expression is: (1+1)%2

Which gives ME 4 '

the COMPUTER is at 58 -- Debbie is at 45

It's YOUR turn.. Spinners are: 2 0 7
What arithmetic expression did YOU form?

The hint command (it is actually a single key)
provides the student with three levels of help.
First it tells the student what numbers are possible
thereby allowing him to pick one for himself. If he
wants more help, the system will pick one for him.
Finally the system will tell him what expression
would make that number. Some students use the first
level of hint as a check that they have though of all
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the numbers.

=> Hint
The numbers you should be able to make are ~14 -9 -2 2
59 -7 7 14 0 -5

What arithmetic expression did YOU form?
=> Hint
I think moving 5 would be a good idea.

What arithmetic expression did YOU form?
=> Hint
You can make 5 by the expression (0+47)-=2

What arithmetic expression did YOU form?
=> 2*O+7

What number does that give you?

=> 14

The WEST system also contains a simple arithmetic
expression diagnostician which 1looks for mixed up
precedence.

MULTIPLICATION is done before ADDITION so 2*0+7 is ‘equal
to (2%0)+7 not 2%(0+7).

Would you like to change your expression?

=> Yes

Spinners are: 2 0 7
What arithmetic expression did YOU form?
=> 0+2¥%7
What number does that give you?
=> 14
Move ranks 3 which is GOOD
Debbie is at 59 -- the COMPUTER is at 58

It's MY turn.. Spinners are: 3 1 3

My expression is: (143)%3

Which gives ME 12

the COMPUTER 1is at 70 -- Debbie is at 59
I win.

The COMPUTER has .won 382, lost 26 and tied 98
Debbie has won 0, lost 1 and tied 0

Hope we can play again sometime.

[P
~
[

-37-




Issues
As stated earlier, the issues define those aspects of

the environment which are abstracted into the model. The
issues currently modelled over the West domain are:

order of spinners the spinners don't have to be used in
any particular order.

parentheses: the use of parentheses 1is allowed
and frequently valuable.

backwards: if the result of a move 1% negative
the player moves backwards which
can sometimes lead to a special move.

special moves: trying for towns, bumps, shortcuts
is part of a good strategy.

subtraction: subtraction is legal and sometimes
useful.

division: division is legal and sometimes
useful.

pattern: the operations can be used in any

order, i.e. more than a small number
of move ‘patterns should be used.

strategy: a strategy for looking for moves

should be used, and alternative
moves should be considered.

Each issue has procedural information associated with it.
For each 1issue there is a function (called the recognizer)
which determines whether a move exhibits that issue. The
recognizers are used by the modeller to update the model on
each turn and by the tutor to determine 1) if any of the
most recent turns exhibited that issue and 2) whether any of
the good examples exhibit the issue. Each issue also has an
evaluation specialist associated with it (the evaluator)
which can look at a student model and determine whether the
student is weak in that issue. In addition, each issue also
has a output generation function (called the speaker) which
explains the issue to the student. 1i.e. "I notice that you
seldom move backwards".
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FIGURE 2.4

(RANES ((1 . 3)

(2 . 1) .
(4 . 1)
(7 . 1
(10 . ?,
(11 . .
(16 . 2))
QUALITIES (OPTIMAL 3 GOOD 2 FAIR 4 POOR 0 ERROR 0)
PATTERNS :
(WFFl (OPTIMAL .0 GOOD 0 FAIR 1 POOR 0 ERROR 0 MISSED/BEST/MOVE 2)
(WFF2 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 4)
(WFF3 (OPTIMAL 1 GOOD O FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 4)
(WFF4 (OPTIMAL 1 GOOD 2 FAIR 3 POOR 0 ERROR 0 MISSED/BEST/MOVE 2)
(WFF5 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 0)
.WFF6 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 0)
(WFF7 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 0)
(WFF8 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/LOVE 3)
(WFF9 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/RBEST/MOVE 1)
(WFF10 (OPTIMAL O GOOD 0 FAIR 0 POOR ERROR G MISSED/BEST/MOVE 0)
(WFF1l (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 0)
(WFF12 (CPTIMAL 1 GOOD 0O FAIR O POOR 0 ERROR 0 MISSED/BEST/MOVE 2)
(WFF13 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST,/MOVEI 0)
(WFF14 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 0)
(WFF1l5 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/MOVE 2)
(WFF1l6 (OPTIMAL 0 GOOD 0 FAIR 0 POOR 0 ERROR 0 MISSED/BEST/}OVE 0))
ORDERS  (ORIG (GOOD 4 POOR 4)
"REV (GOOD 0 POOR 0)
LMS (GOOD 1 POOR 0)
SML (GOOD 0 POOR 0)
OTHER (GOOD 0 POOR 0))
PARENS (NECESSARY 2 OTHER 0 NONE 7 ERRORS 0)
DIRECTIONS (FORWARD (GOOD 5 POOR 4 WAS/BEST/MOVE 9)

BACKWARD (GOOD 0 POOR 0 WAS/BEST/MOVE 0))
SPECIALS (TOWN (TOOK 3 WAS/BEST/MOVE 5)
BUMP (TOOK 0 WAS/BEST/MOVE 1)
SHORTCUT (TOOK 0 WAS/BEST/MOVE 2))
STRATEGIES (SPECIAL 3 MAXDELTA 3 MAXVAL 3 ENDGAME 1 MAXNUMB 1 OTHER 6)
ARITHMETIC/ERRORS 0
TOTAL/MOVES 9

GAMES/PLAYED (WON 0 LOST 1 TIED 1))
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Model

——

The model maintained ty the West system is a record of
how the student has performed with respect to a particular
set of issues. It is built incrementally after each move by
the 1issue recognizers. Figure 2.4 shows Debbie's model at
the end of the protocol. In this section we shall discuss
Depbie's model in detail and explain how it is constructed.

The model is broken down into sub-parts which are

maintained independently by the recognizers. The major
parts of the model deal with the general quality of the
move, the form of the move expression (pattern), the order

of the spinners, the use of parentheses, the possible
strategies, and the use of special moves.

Rank and Quality

-.Each move that the student makes is judged and given a
ranking and a gquality class. The general criterion for
judging a move 1is how it compares to what the
{mathematically optimal) expert would do in the same
situation. This expert works by generating all the possible
moves. Each of the mcves 1is then simulated to find the
ending positions of both the player and his opponent. For
the legal moves, the difference between the player's final
position and his opponent's final position (called the delta
or difierence) 1s calculated. For example 1if a player
starts at 5 and his opponent at 25, the delta for a move of
5 is -5 since the player would finish his turn at 20 (after

getting a town) while his opponent would remain at 25. The
legal moves are ordered from largest delta to smallest
delta. The rank of the student's move is 1its position on

‘this 1list (1 being optimal).* The quality of a move is a

further classification of the RANK as OPTIMAL, (Rank=1),
GOOD /Rank=2-6), FAIR (Rank=7-20) or POOR (Rank>20).¥* Both
the rank and guality of each move are saved in the model.
This information 1is used by the tutor to determine the
general "strength” of a player so that "weak" players are
not criticized for making GOOD (as opposed to OPTIMAL)

moves.

. — " — - ar -

(¥)If the same number could have been calculated several
different ways, all of the possibilities excluding
commutativity of addition and multiplication, are 1included
on the 1list. This has the effect of ranking the moves
according to the number of ways of getting a better move,
e.g. even though 8 was the only number the student could
have made that was better than the 5 he made, if there are
six ways of making an 8, the student's move ranks 7th.
(*%*)The total number of legal moves can vary greatly but it
is typically on the order of 35. ,
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Patterns

The pattern recognizer deals with the form of a
student's move expression. A move is classified into one of
16 possible patterns (WFFn) according to the operations used
in the expression and the order in which they are performed.
See Figure 2.5. For example, WFF1 corresponds to taking the
difference of the sum of two numbers and the third number.
The mapping between the 16 well-formed expression numbers
and the specific operations and order of evaluation is given
in Figure 2.5. Once the WFF number of a move has been
ascertained, the appropriate pattern counter is incremented.
The "goodness" of the move determines which quality class
subfield to increment for that pattern., This provides a
profile of the student's use of each pattern. Debbie's
model (Figure 2.4) indicates that she favors WFF4 (X+Y%*Z).

Figure 2.5

WFF Number Form Needs Parentheses
WFF1 (A+B)-C ' No
WFF2 (A¥B)/C No
WFF3 (A+B)*C Yes
WFFY (A%*B)+C No
WFF5 (A+B)/C Yes
WFF6 (A*B)/C No
WFFT A~ (B+C) Yes
WFF8 A/ (B*C) Yes
WFF9 A/ (B+C) - Yes
WFF10 A~ (B*C) No
WFF11 A+(B/C) No
WFF12 A*(B-C) Yes
WFF13 A-(B/C) No
WFF14 (A-B)/C Yes
WFF15 A/(B-C) Yes
WFF16 (A/B)-C No

In addition, for those moves 1in which the student's
move was not optimal, the MISSED/BEST/MOVE field for all of
the patterns which would have given an optimal move are
incremented. This information points out areas where a
student may be weak and can also be wused to avoid
criticizing the student about issues which were never to his

advantage to use.

The pattern section of the model 1is an example of
several different issue evaluators using the same
recognizer. For example the subtraction -evaluator knows
which of the patterns use subtraction and can thus find a

profile for the student's use of subtraction. Similarly the

U1
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division evaluator knows which patterns use division. The
parenthesis evaluator can also use the MISSED/BEST/MOVE
field of the pattern section to determine if the lack of
parentheses has affected the student's performance.

Orders

The ORDERS field of the model keeps information about
the order 1in which the spinners appear in the student's
move. The order of a move 1is <classified as one of the
following: (1) ORIG the spinner in the expression occur in
the same order as they were given; (2) REV, they occur in
the reverse of the order given; (3) LMS, they occur in
decreasing order; (4) SML, they occur in increasing order
of (5) OTHER, they occur in some other order. Within each
class, the moves are kept in two subfields, GOOD and POOR.
This information is used to make sure the student realizes
that he may change the order of the spinners. For example, .
Eebbie's.‘model~shows that she used the original ordering in
‘8 out of 9 moves.

Parentheses

The PARENS part of the model records the student's use
of parentheses. Fach move 1is <classified as having no
parentheses (NONE), as having parentheses which were
NECESSARY as in (1+3)%4 or as having unnecessary parentheses
(OTHER). In addition, a count 1S kept of the number of
parenthesis errors the student makes while trying to form
her expression. From this information, the -evaluator can
tell if the student understands the purpose of, and feels
comfortable using, parentheses.

Directions

The DIRECTIONS part of the model records directional
(forwards or backwards) information about the student's
moves. FEach move is classified as forward or backward and
the appropriate sub-field (GOOD or POOR) is incremented
(depending on the quality of the move.) The optimal move 1is
then classified as forward or backward and the WAS/BEST/MOVE
subfield of the appropriate field is also incremented.® From
this the evaluator can determine if moving backwards has
ever been the best move to make. Notice that 1in the two
games Debbie played, moving backwards was never the best
move. If a situation which exhibits an issue refuses ¢to
come up, it would be feasible within the tutoring/modeling
(#¥)As is the case in several parts of the model, there may
be several different "best" moves Wwhich would classify
differently. In most cases we have opted for picking one of
the best ones and using that under the combined assumptions
that (1) it will average out and (2) that field in the model
is not used for anything critical enough that the difference

will be significant.




paradigm to have the tutor try to set wup "interesting"
situations. For example, the spinner values could be
(temporarily) dynamically biased to increase their
likelihood, or hypothetical cases proposed and discussed
with the student ("What would you have done if..."),

Specials

The SPECIALS section of the model monitors the
student's performance with regard to special moves, i.e.
towns, bumps and shortcuts. There is a field in the model
for each type of special move which records both the number
of times the student made that type of move, and the number
of times this was in agreement with the optimal strategy.
It's primary use is to ensure that the student is aware of
each type of special move.

Strategies

The recognizer for the strategy issue keeps track of
possible strategies that the student might be using. It
does this by recording for each of the student's moves, the
strategies under which that move is optimal. At present
there are five strategies that are recognized; 1) SPECIAL,
always try to make a town, bump or shortcut 2) MAXDELTA,
always try to maximize the value of your position minus your
opponent's, 3) MAXVAL, always try to get the farthest along;
4) ENDGAME, get to 70; 5) MAXNUMB, always try to make the
largest number possible. These strategies are not exclusive
and any particular move may be optimal under several
different Strategies. However, if the student 1is
consistently using one of the strategies, it should begin to
show up. Any move which is not optimal under any of the
strategies is stored under the field OTHER. As a rough
approximation, any time OTHER becomes greater than any of
the strategies, the student is not playing any particular
strategy.* Debbie made six non-strategic moves, but she made
three which were optimal under all three of the strategies
MAXDELTA, SPECIAL and MAXVAL. The fact that these were her
last three moves would not show up in the model and 1is one
reason why the model must be augmented with a history list.

(*¥)The picture is complicated by the other issues. As an
extreme case, 1if the student doesn't wuse subtraction
division or know about towns, bumps and shortcuts and
doesn't know how to use parentheses, her strategy would
probably show up as OTHER. This does not mean that the
student does not have a coherent strategy just that her set
of possible moves is very limlted. For this reason strategy
should be one of the 1last 1issues to be pressed (which
emphasizes the need for ordering the issues.)
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Other

In addition to the major sections previously discussed,
other information is saved in the model. Such information
includes the total number of moves made by the student, his
won-loss record, and the number of arithmetic errors he has
made.

History List

The history list in West contains a complete temporal
record of what has occurred in the session. This includes
for each move, the spinners, the expression entered by the
student (both parsed and linear forms), the results of the

move (bumps, towns, etc.) and the final position. In
addition, a record is maintained of all the errors made by
the student and the advice given by the tutor. At present

the history 1list is used to check the recent moves made by
the student. This prevents the tutor from "hassling" the
student about an issue with respect to which he has
performed satisfactorily in the last (say) three moves.

Another possible use for the history 1ist deals with
the problem of "changing the point of view" of the modeller.
The modeller evaluates a move based on its comparison to an
expert's move 1in the same situation. This expert must use
some strategy to decide which move is best. (For example,
i's it better to get one farther or to be on a town?) .
Whatever strategy the expert uses, (it currently uses the

maximum delta strategy), it may not be the same strategy
emplSyed by the student. When this is the case, the
student's moves won't be evaluated correctly using the
expert's strategy. Since the reason for tutoring the

student is not necessarily to teach him our notion of
strategy, but instead to see that he is aware of the range
of issues, it might be beneficial to criticize the student
within his own strategy. If we discover that the student is
playing a coherent but different strategy (either by asking
him or by noticing patterns in his model*) the modeller can
try to re-model the student using the history list and an
expert who plays under the student's strategy. If we are
correct about the student's strategy, this new model should
indicate a better player. (At this point, if we verbalize
this strategy to the student, we can make him aware of it
and hence willing to consider alternatives. This gives him
a purpose to the arithmetic practice; i.e. a tool in
studying strategy.)

(*)The types of patterns in the model might be a large
number of moves which are optimal in a strategy, together
with general strengths in other areas, 1i.e. when the
student 1is making less than optimal moves which can't be

explained by the issues.
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In the previous sections we discussed the structure of
the student model that is constructed. 1In this section we
shall see how this model 1is used by the evaluators to
determine when to tutor the student.

Patterns

The PATTERN evaluator checks the student model to see
if the student 1is wvarying the form of his move. As
mentioned earlier, the pattern recognizer classifies each
move as one of 16 patterns depending on the operations and
their order of operation. Thus if the student is always
forming A+B*C, the WFFUY field of the Pattern section will
have a large portion of the moves. Notice, however, that
constant use of a single pattern does not necessarily
indicate that the student is stuck. It may be the case that
in these particular situations, the studen: made the best
move. For this reason, the evaluator 1ooks at the
non-OPTIMAL subfields of each WFF to determine how often the
student used a form when it was not the optimal thing to do.

» The actual algorithm it uses (which is subject to change) to
determine if the student is stuck in a pattern is "Has the
student used this pattern non-optimally more than 75% of the
times that he has not used it optimally."

Orders

The ORDER evaluator checks to see if the student 1is
trying to wuse the spinners in alternative orders. Again,
the important factor here is how the student's behavior
compares with the exper%'s, i.e. how many times has the
student used the same order when he could have done better
with a different one. Currently, the student is judged weak
if he has used the original ordering on more FAIR or POOR
moves than if he has used any other ordering. This also has
the effect of quickly informing the student in case he is
unaware that he 1is allowed to change the order of the
spinners.

Parentheses

The PARENTHESES evaluators check to see if the student
uses parentheses. For this 1issue, the student is judged
weak if he has used parentheses less times than he has not
used them. This is one area in which the evaluator should
be extended. The pertinent question here is not "Does the
student use parentheses", but "Does the student use
parentheses when they are required". A more complicated
evaluator could determine this from the MISSED/BEST/MOVE
subfield of each WFF form in the PATTERN section of the




model. The sum of those subfields for the WFF forms which
require parentheses is the number of times the student has
missed an optimal move which required parentheses.

Strategies

The Stiritz. v evaluator cn2cks to make sure the student

is playiuos some type of strategy. The present system will
only criticize the student when he appears to have no
coherent strategy. That is, it will not criticize a
student's strategy, only his lack of one. A student 1is

judged to lack a strategy if he has made more moves which
are not optimal under any one of the recognized strategies
than moves which were optimal. A more extensive version of
tne strategy evaluator should be able to deduce precisely
what strategy the student 1is wusing. In addition to the
first information about the five strategies that the
recognizer has been explicitly monitoring, the Strategy
evaluator can use the information in the PATTERN section to
confirm more complicated strategies. Once the student's
strategy is discovered, the comments by the tutor can
contrast the new example 'with the student's present
strategy. This would lead to much more pertinent and
correctly individualized comments. In addition, 1if the
system knew the student's strategy, this would feedback into
the model building process by conditioning the recognizers'

view of a move.
Directions

The direction evaluator checks to make sure the student
is aware that moving backwards is both legal and sometimes
beneficial. Since it is possible that a student who has
played two or three games of West has never been in a
situvation which called for a backward move, knowing the
expert's behavior 1s essential to avoid unfair criticism.
Using the expert's behavior (the WAS/BEST/MOVE subfield),
the student 1is Jjudged weak only if he has moved backwards
less than half the number of times it was optimal to do so.

Specials

One of the things which we discovered by conducting
experiments with early versions of West was that students

often overlooked towns, shortcuts and bumps when they
played. Prior to this discovery, these moves were grouped
together under the class SPECIALS. The process we went

through to increase the complexity of the modelling/tutoring
system in this area provides some idea of the ease with
which new issues can be added. The recognizer, for what had
previously been specials, was extended to keep records by
the type of special move (for both the student's move and
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the expert's.) Similarly, the evaluator had to be changed to
consider towns, bumps and shortcuts separately. But the

same function which performs the decision (e.g. "Has the
student done x at least half of the times it was optimal to
do so?") could be used in all cases. Also the predicates

which were wused by the recognizers to determine if the
student's move used a town (for example) had to be made
available to the tutor to filter the 1list of possible

examples (better moves). Finally three speakers had to be
written to print appropriate comments to the student (e.g.
"You shouldn't be afraid to bump me. I don't get mad,"

ete.) In all the whole conversion took about two hours
(within the already established framework).

The Speakers

In the WEST system the speakers are very simple. Each
has three or four possible phrases for each of three or four
parts of an explanatory paragraph. This implementation has
the advantages of being easy to build and providing a
reasonable variety of comments. However, there are problems
using speakers which are too simple. The main limitation is
that a speaker is not aware of the context in which it must
"talk" (i.e. player positions, moves, etc.) and must
therefore be overly general or risk making inappropriate
comments.

Methodology and Experimental Data

When we Dbegan designing this system we faced
uncertainty about what should go into a student model and
how to guide the tutcr into making insightful comments at
relevant, and only relevant, times in the game. Because of
the total lack of any comprehensive theory for how to
develop and wuse these models, the system was designed so
that it could be easily and drastically modified. That way,
we could run subjects on the system, observe the systenis's
behavior and the student's reactions, and eventually compare
the system's behavior to that of human tutors (ourselves).

Several hundred hours of subjects have now been run
using the system, culminating in an experiment with 18
Boston University summer school students (from the School of

Education). On a day by day basis, over the two months of
our initial experiments we constantly changed and expanded
our system, taking into account the flaws that were

manifested by the results of the prior day's experiments.
We also did some fine tuning of the strategies of the tutor

to make 1t coincide more with our own intuitions. These
initial experiments 1included a substantial variety of
subjects ranging from ten-year-olds (mostly from the
Montessori School), professionals and subjects closely
“47-
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resembling DOD trailnees.

Initially, the system would only print out the student
model at the end of each experimental run. However, it
quickly became clear that incremental changes in the model
were nearly as important as the end product. Conseqguently
the system now "dumps" a complete mode' of the student every
four -.moves. In addition, the system dumps most of the
information computed by the "expert"™ along with whatever
tutorial comments were made. This expert-produced
information provides a substantial tool for helping us
evaluate the tutor.

During the first week in July, after we decided that
our system had reached a fairly competent < . age of tutoring,
we ran the 18 student teachers (from Boston University).
After they finished using the system we asked them to fill
out a questionnaire, In addition we held a one hour
discussion in Wwhich the students discussed their reactions
to our system,

Questionnaire

Of the 18 people involved in the experiment, 12 filled
out and returned the questionnaire. The following comments

apply to this sample,

All but one subject received advice from the tutor.
The general feeling about the Tutor was quite favorable.
Nine subjects stated tnat the Tutor's comments were
appropriate to what they were doing. Of the two who
disagreed, one said that the Tutor was offering a strategy
which he didn't feel he should follow because it would leave
him "vulnerable to attack'". Eight out of 10 students found
the comments helpfyl 1in learning a better way to play the
gzame and nine out of 10 felt that the Tutor manifested a
zood understanding of their weaknesses! One subject
commented "I misunderstood a rule; the computer picked it

up in the 2nd game.™

We are quite encouraged by these results. Not only did
the subjects sense the "intelligence" of the Tutor in
knowing when to offer appropriate suggestions, but from the
discussion that followed they seemed to enjoy the Tutor's

support.

Two of the questions asked them to verbalize rules that
they were using. The first asked if they could state the
rule that, given any 3 numbers (other than 0), gives them
the mathematical expression which evaluates to the largest
number possible. Seven subjects stated the rule fairly
precisely (sum of the two smallest numbers times the
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largest). The others gave incomplete descriptions like
"Add, then multiply". and "Sum of 2 numbers times the 3rd
number." One subject could only express the rule using an
example: (2+2) %4, From the discussion that followed, it
appeared most of the subjects could perform this biggest
number operation, but had difficulty stating exactly what
they were doing. This further confirms our belief than an
intelligent monitor who can deduce the rules under which a
student is operating is superior to one which requires the
student to verbalize what he is doing.

In the second question we asked what strategy they used
when they played WEST. Amazingly, only three subjects were
able to give completely coherent descriptions. Most seemed

to be suggesting the following: "I would usually maximize
my move, but would always try for a town first. I guess I
had a hierarchy of moves. Distance - If I was behind, or
far enough ahead of the computer. Towns - if I could get to
it and jump a town. Shortcuts - if applicable. It really
depended on my position at the time. Safe towns looked
mighty good. I always would bump back the computer if
possible.”" One subject said she used the strategy "Tried to
get to 10's to go from town to town," although her actual

play did not mimic this verbalized strategy.

No one had played WEST on PLATO before. In fact no one
had played WEST at all before, so comparisons with other
systems couldn't be made. 5 out of 12 felt that the
computer sometimes cheats, a result Resnick found in her
studies of <¢hildren playing WEST. This 1is especially
apparent when the student is losing. The student feels that
the computer is not choosing its spins randomly, but is
dealing itself bigger numbers. In fact, our version of WEST
is set up so that the Expert biases its moves when the
student 1is falling far behind. It limits itself to, at

most, 3 on the last spinner when it's ahead.

Because mest of the subjects were elementary school
teachers, we asked them on the questionnaire and in the
discussion afterwards, for comments or suggestions about the
tutoring aspects of this game for their own students. The

response was enthusiastic. The group felt that their
students would 1lcve playine WEST: "Even high school
students would love the game." It 1is interesting to note
that this was 1in response to our version of WEST that
includes tutoring (which all but one received). We had
wondered whether the tutorineg aspects would make WEST lose
its game appeal. Our fears seemed to be unfounded.

One subject felt that "some students would 1lose sight
of the math and get cauzht up in one response set." He
thought "the Tutor can eliminate this fault if it can detect
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(and it apparently does) when the same mode is repeated.”

An interesting aside about adult subjects who are
unfamiliar with computers concerns how free they feel to
explore the terminal: We labelled one of the keys HINT. We
did not tell them that they could press it or what would
happen if they did. Only 2 people pressed it -even once.
It's clear to us that making use of all the facilities of a
system, at least with adults, <oves not come without
explicitly instruction.

Conclusions

The overall sense we had from building and
experimenting with this system is that it is so easy to talk
about student models and yet 1t 1is so fantastically

difficult to actually construct a system that can grow an
insightful model of the student and then use this model in a
sensitive way to tutor the student. The pedagogical value
of drawing tutorial examples from the student's work seems

beyond reproach, yet the intelligence the system must have
to successfully act on its own is considerable.
Constructing a tutor who 1is constantly criticizing 1is
relatively straightforward. The point is to ma<e one that

only interrupts when a skilled human tutor would and then
generates a succinct remedial comment.

We feel that our WEST system provides the beginning of
a theory of how this can be accomplished. It also provides
4 glimpse of techni:cal issues which must be confronted 1in
actually constructing an operational system that can grow
and use student mcdels in a provocative way.

g
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CHAPTER 3
STRUCTURAL KNOWLEDGE IN TROUBLESHOOTING
ELECTRONIC CIRCUITS*

Introduction

This chapter is an investigation into the structural
knowledge required to troubleshoot electronic circuits. Of
particular interest will be the ability for a system to
utilize this knowledge to discuss troubleshooting as it
takes place. This ability would include debugging a circuit
and giving a reason why each measurement was taken or just
giving comments on other suggested measurements. Such a
system could function as the basis for modelling the
knowledge of an expert troubleshooter, for construc’® ' 1g a
structural model of a student's reasoning process and state
of knowledge in electronics, (i.e. by restricting the
techniques of the expert wuntil his "simulated" behavior
coincides with the student's), and for having a tutor
converse with a student

Natural vs. Unnatural Inference Schemes

There are many approaches to building a2 computer based
troubleshooting system varying from troubleshooting by
synthesis to formal theorem proving. Some of these methods
are convenient for enabling the c¢computer to generate
explanations of its decisions, but with others it is almost
impossible to generate explanations. An example of a
successful troubleshooting strategy which cannot generate
very gzood explanations is troubleshooting by synthesis. A
circuit simulator is used by faulting components to see what
the measurements would be 1like, and then comparing these
values to the observations made in the <circuit with the
unknown fault. This generates a list of possible faults
implied by the measurements taken so far and suggests future
measurements. The problem with this strategy, as with many
others, is that conclusions for troubleshooting are reached
using unnatural inferencing rules, (i.e. such as 1in
SOPHIE). Unless the inferences made by the troubleshooting
system are reasonably understandable by humans it is not
useful for purposes of explanation or for modelling a
student! Unfortunately this constraint makes the
troublrshooter-modelling (program) very complicated.

The position this chapter takes is to study how people
reason in troubleshooting and then to formalize our findings
by constructing a system to produce troubleshooting

(¥)This chapter is based on a paper presented by Johan
Dekleer at the Canadian Society for Computational Studies of
Intelligence Wcrkshop.



explanations, models of experts and models of particular
students. This research also provides a formal
representation of the knowledge and strategies actually used
to qualitatively understand electronics and to perform
troubleshooting. As such, it might also serve as a formal
methodology for determining the kinds of strategies and
knowledge that should be taught 1in intermediate level
training courses in electronics.

An Overall Perspective of Troubleshooting

Electrical Engineering provides a wvast amount of
information about mathematical relations between quantities
in electronic circuits. In fact, for the kind of circuits
studied in tiis chapter, one can caléulate the voltage and
current at any point in the circuit wusing sufficiently
complicated mathematics. The use of such complex
mathematics is never seen in actual situations! Most often
the only mathematics one uses in circuit troubleshooting and
understanding is of a very simple type such as 1in the

application of Kircho/f's laws. For more complex situations
it becomes more useful to model only those aspects which are
interesting, 1ignoring other aspects. This will of course

simplify the problem, but on the other hand we must discover

Jjust what these 1interesting qualities are and be aware of

the fact that they ignore certain details (so in certain
contexts they can behave 1incorrectly). This type of
analysis 1is most wuseful for studying the behavior of
collectinns of (connected) components. We will call such an
interesting collection a device. A device 1is a set of
components or other devices interconnected in a particular
way to achieve a certain effect. Electronics already has s
language for describing the’ behavior of devices and tne
handling of exceptions.

There are two approaches to understanding circuits. the
quantitative (Kirchoff's laws) and the qualitative (e.g.
amplifiers). Each provides different information and is
used 1in different circumstances. As we shall see later in
the chapter these two approaches require radically different
troubleshooting strategies.

Towards a Structural Theory of Troubleshooting

The way to obtain new information about the civcuit 1is
to make a measurement. In troubleshooting, new information
is provided by coincidences. In the most general sense a
coincidence occurs when a value at one particular point in
the circuit can be deduced in a number of different ways.

Such a coincidence provides information about the
arsumptisns made in the deductions. A coincidence car occur
in many different ways; It can be the difference between an
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expected value and a measured value (e.g. expected output
voltage of the power supply and the actual measured value);
it can be the difference between a value predicted by Ohm's
law and a measured value; or it can be the difference
between an expected value and the value predicted by the
circuit designer. There are numerous other possibilities.

In general, a troubleshooting investigation 1into a
particular circuit proceeds primarily in two phases. The
first involves discovering more values such as currents and
voltages occurring at various points in the circuit, and the
second involves finding coincidences. The usefulness of
coincidences is based on the fact that nothing can be
discovered about the correctness of the circuit with a
measurement unless something 1is known about the value at
that point of the circuit in the first place. If nothing 1is
known about that point, a measurement will say nothing about
the correctness of the components. One actual measurement
implies many other values in the circuit. The first phase
of the investigation involves discovering many such values
in the circuit, an¢ the second involves making measurements
at those points for which we know the implied values so that
.2 can see whether the circuit is acting as it should, or if
scmething is wrong.

We will call such an implication a propagation and the

discovery ol a value for a point we already know a
provagated value for a coincideuce. When these two values
are ejual we will call such @ coincidence a corroboration
and when they are different we will call it a conflict.

Information about the faultedness cf components in the

circuit can only be gained through ¢oincidences.
Propagations involve making certain assumptions about the
circuit &nd hen predicting values at other points from
chese. These assumptions can be of many kinds. Some of
them invclve just assuming the component itself is working
correctly. For example, deriving the current through a

resistor from the voitage across it. Others require knowing
something about *ouw the circuit should work, thus predicting
what values should be. For example, knowing the transistor
is acting as a class A amplifier, we can assume it is always
forward biased. Coincidences between propagated values and
new measuremeats provides information about the assumptions

made in the propagation.

Coincidences Letween propagated values and values
derived from knowing how the circuit should work requires a
teleolcgical descriptic.. of the «circuit. As indicated
earlier, this chapter does not investigate these latter kinds
of assumptions. Instead, this chapter 1investigates
propagations emnploying only assumptions about the components
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themselves. Although, at first sight, the teleolomical
analysis of troubleshooting 1is the more interesting, it
cannot effectively function without being able to propagate
measurements in the circuit! Also, human troubleshooters
use less and less teleological infoirmation as they narrow
down to a particular fault, and even in the narrowing down
process there 1is a constant switching from using
teleological values and propagating them in non teleological
ways. So every theory of troubleshooting must include
knowledge about local and nonteleological deductions.

It may appear that in fact this local kind of circuit
reasoning 1is essentially trivial and thus should not be
investigated. This chapter will show that the issues of local
nonteleological reasoning are, in fact, very difficult.
Some of the problems are specific only to electronics.
Others have a very broad range of application to the
structure of knowledge. However, if we want to understand
troubleshooting all these 1issues have to be attacked, not
just the more interesting teleological ones.

Some of the problems arise partially because the
nonteleological knowledge shiould interact with the
teleological knowledge. A particular difficult problem
which will arise again and again is the question of how far
to propagate values. O0Often the propagations will be absurd,
and only a small amount of teleological knowledge would have
recognized these situations. Part of the effort of this
chapter is directed 1into determining what other kinds of
knowledge and 1interaction 1is required, aside from the
nonteleological, in order to troubleshoot circuits
effectively.

The sections that follow present an evolution of the
knowledge required. The first sections will ©present a
simple theory about 1local reasoning and troubleshooting.
Then the problems of the approach will be investigated, and
some of them answered by a more sophisticated theory. Then
the deficiencies of the theory and how it must interact with
more teleological knowledge will be discussed.

The only constraint we will impose on the proposed

theory is that the explanations for propagations and
deductions it makes about the faultedness of components be
easily wunderstandable. To achieve this there are two
options. The first is to ignore the wexplanation problem,

attack the the troubleshooting problem in any possible way
and then approach the problem of explanation separately.
The second approach 1s to design the inferencing schemes the
troubleshooter uses to be very close to that which humans
use or c¢ould understand, thus eliminating the explanation
problem. The former apprcach 1is tempting because there



ex1ist complete troubleshooting strategies which cannot
generate explanation. An example of such a troubleshooting
scheme is troubleshooting by synthesis: a circuit simulator
is used to search for all possible faults that explain the
current measurements, then a similar search 1is made to
identify all wuseful measurements. Unfortunately, the
process is extremely time consuming and it is inherently not
able to produce explanations of any kind. For these
reasons, as well as 1interest in the study of reasoning
processes, this investigation will take the latter approach.

Simple Local Analysis

The domain of electronics under consideration will be
restricted to DC circuits. These are circuits consisting of
resistors, diodes, zener diodes, capacitors, transistors,
switches, potentiometers and DC voltage sources. A1l AC
effects will be ignored although an analogous type of
analysis would work for AC circuits. It will be assumed
that the topology of the circuit does not change so that
faults such as wiring errors or accidental shorts will not
be considered as possible faults.

In this section we will present a simple theory of
propagation. Initially, only numeric values will be
propagated. Interacting local experts produce the local
analysis. Each kind of component has a special expert
which, from given 1input conditions on its terminals,
computes voltages and currents on other terminals. For
example, the expert for a transistor might, when it sees a
base emitter voltage of less than .55 volts, infer a zero
current through the collector.

In order to give explanations for deductions, a record
is kept as to which expert made the particular deduction.
Most propagations make assumptions about the components
involved 1in making it, and these are stored on a list along
with the propagated value. Propagations are represented as:
(<type> <location> (¢local-expert> {compc =nt> <arg>)
Cassumption-list>) ,

where:

{type> is VOLTAGE or CURRENT.
<location> is a pair of nodes for a voltage and a

terminal for a current.

The simplest kinds of propagations - require no
assumptions at all, these are the Kirchoff voltage and

current laws.



T/ nl n2 n3

e 13

The circuit consists of components such as resistors and
capacitors etc., terminals of these components are connected

to nodes at which two or more terminals are joined. In the
above dlagram T/1, T/2 and T/3 are terminals and N1, N2 and
N3 are nodes. Currents are normally associated with

terminals, and voltages with nodes.

Kirchoff's current law states that if all but one of
the terminal currents of a component or node is known, the
last terminal current can be deduced.

(CURRENT T/1)

(CURRENT T/2)
(CURRENT T/3 (KIRCHOFFI N1) NIL)

Since faults 1in circuit topology are not considered
KIRCHOFFI makes no new assumptions about the circuit.

Kirchoff's voltage law states that if two voltages are
known relative to a common point, the voltage between the
two other nodes can be computed:

(VOLTAGE (N1 N2
(VOLTAGE (N2 N3
(VOLTAGE (N1 N3

)
)

N e v

(KIRCHOFFV N1 N2 N3) NIL)

As with KIRCHOFFI, KIRCHOFFV makes no new assumptions about
the circuit.

One of the most basic types of the circuit elements is
the resistor. Assuming the resistance of the resistor to be
correct, the voltage and current can be deduced from each
other using Ohm's law:



Rl

(CURRENT R1)
(VOLTAGE (N1 N2) (RESISTORI R1) (R1))

(VOLTAGE (N1 N2))
(CURRENT R1 (RESISTORV R1) (R1))

(In all the example propagations presented so far 1t was
assumed that the prerequisite values had no assumptions,
otherwise they would have been included 1in the final
assumption list.)

These three kinds of propagations suggest a simple
propagation theory. First, Kirchoff's voltage law can be
applied to every new voltage discovered in the circuit,
Then for every node and component in the circult, Kirchoff's
current law can be applied. Finally, for every component
which has a newly discovered current into it or voltage
across it, its VIC 1s studied to determine further
propagations. If this produces any new voltages or currents
the procedure is repeated.

This procedure can be easily implemented as a program.
Strategies need to be developed to avoid making duplicate
propagations, the basic way to do this is to only consider

newly discovered values for making new deductions. For each
component type, an expert can be constructed. We have
already seen the resistor and Kirchoff's laws experts. A

uniform interaction between the general propagator and the
experts can easily be developed.

The curren' through a capacitor is always zero, so the
current contribution of a capacitor terminal to a node can

always be determined.
(CURRENT C (CAPACITOR C) (C))

Similarly, the voltage across a closed switch is zero.

(VOLTAGE (N1 N2) (SWITCH VR) (VR))
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The remaining kinds of components are semiconductor

devices, these devices are very different from the
previously d° cussed kinds of components. Transistors,
diodes and zener diodes have discontinuous regions of
operation. Semiconductor devices have different regions of

operation, and each region has a different VIC so that a
region of operation must be determined before any VIC can be
used. The transistor has an added complication in that it
is a three terminal device.

The diode is the simplest kind of semiconductor device.
Basically, the only thing we can say about it in our simple
propagation theory is that if it is back biased, the current
through it must be zero.

(CURRENT D (DIODEV) (D))

For the zener diode we can propagate more values. If
the current through a zener diode 1is greater than some
threshold, the voltage across it must be at its breakdown
voltage.

(VOLTAGE Z (ZENERI) (Z))

If the voltage across a zener diode is less than its
breakdown voltage, the current through it must be zero.

(CURRENT Z (ZENERV) (2))

Transistors are the most difficult of all devices to
deal with. This is both because it has discontinuous
characteristics of a semiconductor device and because it 1is
A three terminal device. If the current through any of the
transistor's terminals is known, 'the current through the
other terminals can be determined using the beta
characteristics of the device. Furthermore, if the voltage
across the base emitter junction is less than some threshold
(.55 volts for silicon transistors), the current flowing
through any of its terminals should be zero also.

(CURRENT C/Q1 (BETA Q1 B/Q1) (Q1))
(CURRENT C/Q1 (TRANOFF Q1) (Q1))

Having experts for each component type as has been just
described makes it possible to ©propagate measurements
throughout the circuits. As  an example, consider the
following circuit fragment:
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Assume that the fault in this cirenit is that DU has a
breakdown voltage too 1low and the measurements of output
voltage and voltage across D5 have Jjust been made. The
propagations that can be made are:
(VOLTAGE (N15 N14))
(VOLTAGE (N16 N*° (KIRCHOFFV N16 N14 N15) NIL)
(CURRENT R5 (RESISTORV R5) (R5))
(CURRENT D5 (ZENERV D5) (D5))

the zener D5 is less than its breakdown

RU (KIRCHOFFI N16) (R5 D5))
(N24 N16) (RESISTORI RU4) (RU RS5 D5))
(N24 N14) (KIRCHOFFV N24 N16 N14) (R4 R5 D5))
(N24 N15) (KIRCHOFFV N24 N16 N15) (R4 R5 D5))
D4 (ZENERV Du4) (D4 RY RS D5))
the zener D9 is less than its breakdown.
R3 (KIRCHOFFI N24) (D4 R4 R5 D5))
(N24 N25) (RESTSTORI R3) (R3 D4 R4 R5 D5))
(N25 N14) (KIRCHOFFV N25 N24 N14) (R3 D4 RU R5 D5))
(N25 N16) (KIRCHOFFV N25 N24 N16) (R3 D4 R4 RS D5))
(N25 N15) (KIRCHOFFV N25 N24 N15) (R3 D4 R4 R5 D5))
proceeds one deduction at a time;

two simultaneous assumptions
get to the next step in the propagation chain.
can always go through some intermediate

6o
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A Simple Theory of Troubleshooting

This section examines how the propagation strategy of
the previous section can be wused to  troubleshoot the
circuit. The ideas of conflicts and corroborations  betweern
propagation will be used to show how the propagator can be
nsed to help in troubleshooting the circuit. In this simple
thecry we will assume that coinaidencea only occur between
propagated values and actual measurements.

The meaning of the coincidences; depends critically on
the kinds of assumptions that the propagator makes. For the
ceoincidences Lo be of interest every assumption made in the
derivation must be mentioned, and a violation of any
1issumption about 2 component must mean that component is
faulted, Then, when a conflict occurs, one of the
cemponents of the derivation must be faulted. Furthermore,
iff the <coincidence was a corroboration all the components
about which assumptions were made are probably unfaulted.

The usefulness of the coincidence depends critically on
how many faults the c¢ircuit ceontains. The usual case is
that there is oniy one fault in the circuit. Even the case
where there 1is more than one fault in the circuit, the
approach of initially assuming only a single fault in the
circuit is probably a gocd one.

If there is oaly one fault in the «c¢ircuit, all the
romponents not mentioned in the derivation of the conflict,
must be unfaulted, If a coincidence occurs, all the
~>mpcnents used in the derivation «c¢an be assumed to be
unfaulted. In a multiole fault situation these would be
invalid deductions: in a conflicl only one of the faulted
components need he involved and in a corroboration, two
faults could cancel out each other to produce a correct

finai value.

., in the »ropagation example of the previous scotion,
the vc.tage between N2% and N14 was discovered to conflict
with the propagated value, one of R3, DU, RU, RS and D5 must
be faulted. Rit, if the values were in corrobecration, all
the components would have heen determined to be unfaulted.

Now tiat the far't has been reduced to one of R3, DU,
R4, R5 and D5, tre propagations can be used to determine
what measurement should be taken next. The best sequenre of
measurements to undertake is, of course, the one whic will
find the faulted component in the fewest number of new

rieasurements. fssumineg  that nthr relative probability of
wnich component is faulited (s not . .own, the Dbest strategy
i a binary search, This 1= done by examining all
propagations in the  o2ircugit, eliminating from their
- -
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assumplion Lists components already determined to  he
correct, and picking 2 measurement to ‘oincide with that
propagation whose number of assumption: is nearest to haly
the number of possibly faulted components.

In the example there are 5 possibly faulted components,
henee the best propagations to choose, aré those with 2 or 3
assumpt.ions. That means either measuring the current
through RN, voltage across DU, the voltage across R4 or the
voltage betwren N2 and N15. All the other measurements, in
the worst case, can eliminate only one of the possibly
faulted components from consideration.

Proceeding in this scenario the current through Rt i
mensured. This coincidence is a corroboration, so R5 and 'Y
4re verified to be correct. Therefore one of R3, D% and RY
must be faulted. At this point there are t~o few possible
faults to make a binary search necessary. Any measurement
which would coincide with any propagation having R3, D4 or
R4 as assumptions, but not all three at once, is a good orne.
One such measurement 1is the current through D4. This
conflict would indicate that ™) is faulted.

This kind of circuit analysis can be used for simple
kinds of troubleshooting. Of course, the troubleshooting as
indicated cannot really begin effectively until the first
confliec* hnas been found. However, in a more teleological
tramework, teleological assumptions can also be uced in  the
propagaticns. (This transistor 1is a class A amplifier so
its base emitter voltage must be about .6 volts.) When
terleclogical assumptions have to be made, the derivations
will of course no longer be complete. That is, a conflict
or corroboration will not necessarily say anything about the
comyzonents if some teleological assumption was made in the
nropagation. But, as with assumptions about components,
~onflicts and corroborations will still comment on the
vatidity of the teleological assumptions in an analogous
wWAaAY . The information provided by a conflict or
~aprchoration with a teleological assumption needs a special
wind of knowledge to make use of it.

Unexpected Complexities of the Simple Theory

The discussion of the previous section presents an
interesting and, on the surface, a very simple scheme for
troubleshonoting. Unfortunately, the entire approach 1is

frouent  with difficult problems! This section deals with
csm~ of these problems and attempts to pirovide a solution to
fhen within the original framework. Such ar investigation
will ~larify the deficiencies of using only .ocal circuit

wnnw ! adase £ar froubleshonting.
« L o
U
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Basically, three kinds of problems arise. First, the
handling of corroborations and conflicts leads to faulty
assertions in certain situations and thus they should be
examined much more closely. Second, it will be shown that
the propagation scheme, the knowledge contained in the
experts and the troubleshooting strategy are all incomplete.
All of them cannot make certain kinds of deductions which
one might expect them to in the framework that has been
outlined. Finally, accuracy is a problem; all components
and measurements have an error associated with them (if only
a truncation or roundoff error), and these cause many kinds
of difficulties 1in the entire strategy. (In the remainder
of this chapter it will be assumed that the <circuit under
consideration contains only a single fault.) °

Tne nature of corroborations requires closer scrutiny.
It has already been shown that every c mponent which a
derivation depends on is in the assumption 1list of that
derivation, and so a conflict thus localizes the faulted
component %6 one of those in the mentioned assumption 1list.
For corroborations, the simple troubleshooting scheme used
the principle that a coincidence indicated that all of the
components in the assumption 1list were cleared from
suspicion. This principle must be studied with much greater
scrutiny as there are a number of cases for which this
orinciple doesn't hold.

In order to do this we must examine the precise nature
of the propagations, and, more importantly, examine the
relation between a single value used in a propagation with

the final propagated value. Consider a propagated value
derived from studying the component D, 1let the resulting
current or voltage value be f(D). The propagator 1is

entirely linear, so the propagated value at any point can be
written as a linear expression of sums of products involving

measured and propagated values. For every component,
current and voltage vary directly with each other and not
inversely. Hence, 1in the expression for the final

propagated value, f(D) can never appear in the denominator.
So the final value can be written .:a:

value = .9) ¥ b + ¢

where b and ¢ are arbitrary expressions not involving D.
The relation between f(D) and the final propagated value is
characterized by b. By studying the nature of component
experts, the structure of b can be determined. Every expert
either multiplies the incoming value (we will denote this
value which is used by the component expert to derive f(D),
v(D)) by a parameter, or applies a simple 1less-than or
greater-than test to the incoming value v(D) to obtain a
propagated value. Since many components of this type can be
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involved in a single propagation, each propagation of this
kind has a predicate associated with it indicating what
conditions must be true for the propagation to hold. With
both kinds of propagations, there is a problem if b is zero.
In that case, f(D) has no influence on the final value and
so a coincidence indicates nothing about the wvalidity of
(D).

In the case where a predicate must hold for the
propagation to be made, a corroboration only indicates that
the incoming value v(D) is within a certain range, thus
saying little about the assumptions which were used to
derive v(D). Note, however, that in a conflict situation
the predicate is violated, and thus the possibility of V(D)
being incorrect cannot be ignored. Any single propagation
makes many assumptions, some of them may involve predicates,
others may not. 1In a corroboratory coincidence the only
assumptions which cannot be substantiated are those which
were made to determine the v(D) which the component expert
for D only used in a test, all the remaining assumptions can

be handled with the usual corroboration scheme. We shall
call such assumptions, which corroborations do not remove
from suspicion, the secondary assumptions of the

propagation, and the remaining, the primary assumptions.

The situation for which b is zero can be partially

characterized. Using tr: same assumption more than once 1in
a propagation 1is relatively rare. In such a single
assumption propagation b must be a single term, consisting
of a product of parameters (resistances, betas, etc.) or

their inverses, and since no circuit parameter is zero, b
cannot be zero.

Every occurrence of an assumption abocut D 1in a
propagation introduces another term to b. Each of these
terms must still be a product of parameters. Unfortunately,

at this point in our research we cannot give a proof why b=0
is impossible, but cnly an appeal to a somewhat heuristic
argument. Consider the case where b 1is =zero. It has

already been shown that b 1is a product of circuit
parameters, and so is independent of any measurements. That

means whatever value f(D) has that value, no matter how
extreme, has absolutely no influence on the final propagated
value. That seems absurd, so b must never be zero.

What makes this iiscussion ».+ an argument and not a
proof is that:
(1) Any manipulatic- on the cireuit to alter the actual
value f(D) must also shift ¢ and value. {just changing the
specifications of D results In nsthing - one 1interpretation
of the argument is: no matter what specification D has, in
this particular propagated value it has no influence’.
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(2) The idea of b=0 as being absurd is extremely difficult
to formalize and it 1is intimately dependent on the exact
nature of the component experts. ’

In conclusion, it should be noted that we have not been able
to discover any propagation (in a coherent circuit) for
which b was zero, and so it seems a workable hypothesis that
b cannot be zero. Of course, if b is very small, accuracy
issues become critical, but this will be discussed later.

The propagation scheme cannot make all the propagations
that one might reasonably expect. Incompleteness of this
type manifests itself in two ways; yet, 1in both certain
obvious propagations are not made. One is just a problem of
circuit representation, and the other is an inherent problem
of the propagator.

Kirchoff's current law can apply to collections of
components and nodes, not just single components and nodes.
Recognizing relevant functional blocks in the topology of
the «circuit 1is a tedious (yet performable) task. Circuit
diagrams usually present a visual organization so that such
functional blocks (and teleological organization) become

clear.

The process of propagation as outlired consists of
using a newly discovered value to call an expert which can
use that value to make new discoveries. The called expert
then 1looks - at the environment, and from this deduces new
values for the component about which it is an expert. The
communication with the environment always involves numeric
values. Experts cannot communicatas with each other;
neither can they handle abstract quantities. Furthermore,
propagation stops when a coincidence occurs, and iteration
toward an accurate solution is never attempted. This can
become a severe limitation in certain feedback situations.

This entire scheme is motivated by what we see in human
troubleshooters. The strategy has some very surprising
limitations. The fact that only one expert is invoked at
any one time means that only one assumption can be made at

any step 1in the propagation process. This means that
propagations which require two simultaneous assumptions
cannot be made. Most propagations which require more than

one assumption do not require simultaneous assumptions since
they can be derived wusing some intermediate propagation
(e.g. all the previously discussed examples).

One such case requiring simultaneous assumptions is the
voltage divider.

j
2
ot
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Suppose V and i are known, the current through RI1 (and hence
through R2) can be propagated by simultaneously assuming the
correctness of both R1 and RZ2.

= i1 R1 + i2 R2
i = i1 - 1i2
i1l = (V - i R2)/(R1+R2)

Admittedly, the voltage divider 1is an important enough
entity that it should be handled as a special case pattern,
however, problems of this kind of incompleteness will arise
in other situations, and it will not be possible to design a
special case pattern for each of them.

If multiple faults are allowed, simultaneous
assumptions must be handled with even greater caution. For
example, a propagation involving a simultaneous assumption
can propagate a correct value even though both components
which the assumptions were about were faulted. In the case
of a voltage divider, the resistance of both R1 and R2 could
shift without affecting the voltage at the tap, yet the
voltage divider would present an erroneous load to the
voltage source to which it was connected.

In order to 1llustrate some other Aifficulties,
propagations requiring simultaneous assumptions can be
characterized differently. If a measurement 1s made for
which a propagation can be made to coincide with the
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original measurement, a previously incomplete propagation
has been c¢ompleted. The coincidence indicates that if the
propagator could have made an abstract hypothetical
measurement and used a relaxation or algebraic method, the
actual value for that point could then have been determined

without making the measurement ‘1 the first place. However,
since the current propagatio. scheme cannot make such
hypothetical measurements, a later measurement might play

the role of generating the hypothetical measurement .
Unfortunately, the coincidence rarely occurs at the exact
point of the measurement; all propagations proceed in a
breadth first direction from the original measurement point,
and even if this was modified, it would not *alleviate the
difficulty because the new measurement might only cause a
later propagation some distance away from the original
measurement point which plays the role of a hypothetical
measurement. The problem then, is that coincidences need
not be between propagated values and measured values, but
can also be between two propagated values.

Conflicts and corroborations between propagated wvalues
must then be considered. If one of the propagations has no
unverified assumptions, the coincidence can be handled as if
it were between a propagated wvalue and an actual
measurement. However, if both propagations have unverified
assumptions, the <coin~idjence becomes far more difficult to
analyze. The effects of such coincidences depend critically
on whether the intersection of the unverified assumptions in
each propagation is empty or not. First we will examine the
case in which the intersection is empty. A conflict reduces
the list of possible faults to the union of the assumptions
used 1in the propagations. The corroboration between two
disjoint propagations indicates that this wvalue 1is the
correct one, hence it can be treated as two separate
corroborations between propagated and measured values.

The <case of a nonempty intersection 1is the most
difficult. If the coincidence was a corroboration, a fault
in the intersection could have caused both propagations to
be incorrect yet corroborating. Yet, what can be said about
the nonintersecting assumptions in the propagations? If
there was a fault in one of the nonintersecting primary
assumptions it must have <caused a conflict, so all the
nonintersecting primary assumptions can be verified to be
correct. If the coincidence was a conflict, the 1list of
possibly faulty components can be reduced to the union of
the assumptions. 1In this case it is very tempting to remove
from suspicion all those components mentioned in the
intersecticon, this would capture the notion that correct
propagationz from a single (alveit incorrect) value must
always corroborate each other or, -equivalently, that each
point in the circuit has only two values associated with it:
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a correct value and a faulted wvalue.

in the counterev-mple, an emitter current is propagated
through a iLransisctor 20 obtain propagated values for the
base and coll:ctor currents. The base emitter Jjunction of
thiz transistor has shorted and consequently both these
propagated values will be in conflict with the actual values
in the <c¢.rcuit. These two values will also conflict with
ea:r other.

Consider the circuit fragment:

nd nd
R2 3 2R3
0
' ns
ol
1 ‘1 né
i

The circuit is faulted with the base emitter junction of Q
shorted, with the collector termirial open. Thus far the

voltage at N2 and N5, and a current into N2 has been
measured. Next the emitter current of Q is measured from
which the base and collector currents are propagated. The

initial ~measurement did not <coincide with any propagated
value, yet a conflict will occur within the propagations
caused by this measurement. Furthermore, the values of the
conflicting propagations conflict with the actually measured
value. The exact point at which this conflict will occur
depends on internal details of the propagator. Two obvious
points at which the conflict can occur is at the voltage at
N3-N4 and the current through the base of the transistor.



(VOLTAGE (N2 NO))

(VOLTAGE (N5 NO))
(CURRENT E/Q)

(CURRENT B/Q (BETA Q E/Q) (Q))

(CURRENT C/Q (BETA Q E/Q) (Q))

(CURRENT R2 (KIRCHOFF N2) (Q))

(CURRENT R3 (KIRCHOFF N5) (Q))

(VOLTAGE (N4 N5) (RESISTORI R3) (R3 Q))
(VOLTAGE (N3 N2) (RESISTORI R2) (R2 Q))
(VOLTAGE (N3 NO) (LOOP N3 N2 NO) (R2 Q))

(VOLTAGE (N4 NO) (LOOP N4 N5 NO) (R3 Q))

This results in two conflicting voltages at N3-NY4, one 1is
higher than the actual valuc in the circuit, and the other

is lower.

All measurements in the circuit and all circuit
parameters have errors associated with them. Even if we
assumed perfect measurements, truncation and roundoff errors
would cause problems. One way to view the problem is to
study the size of b relative to the error in c. If b 1is
smaller than the error in ¢, a large error in some f(D)
could go detected. Arain we see the greatest problem 1lies
with corroborations. In a corroborating coincidence we must
make absolutely sure .nat an error in any of the verified
assumptions could have been detected in the value (i.e. b

is not too small).

The solution is quite simple; instead of propagating
numeric values through the circuit, we propagate values and
their tolerances, or just ranges of values. Each
measurement and circuit parameter could have a tolerance
associated with it, and the arithmetic operations cou.d be
modified to handle ranges instead of numeric values.
Instead of computing b and 1its tolerance, the propagator
could note whenever an error in some incoming value could be
obscured in larger errors in other values (remember, errors
in parameters and measurements are usually percentages, and
thus adding a large value and a small value will often
obscure an error in the small value). Since such problems
occur only with addition and subtraction of ranges,
KIRCHOFFV and KIRCHOFFI are the only experts which need to
be directly concerned with the accuracy issue.

Assuming that errors in values are roughly proportional
to their magnitude, those propagations involved in a sum
whose magnitude is less than the error in the final result
should not be verified in a corroboration of the final
value. (As this assumption 1is not always true, some
assumptions may not be verified in a corroboration when they
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should be.) KIRCHOFFV and KIRCHOrrFI can easily check for

such propagations. Fortunately, a category for assumptions
which should not be verified in a corroboration has already
been defined, these are the secondary assumptions. So,

primary assumptions of the incoming values into a KIRCHOFF
may become secondary assumptions of the final result.

As usual, this theory of handling accuracy has subtle
problems. If the only possible effect of a particular f(D)
was described in a propagation, then no matter how
insignificant its contribution was to the final value, a
coincidence should verify D since it wouldn't matter in such

a case if D were faulted or not. Furt'-ermore, the
propagation through certain components is so .+scontinuous
that no matter how insignificant its propagatory

contribution is, a fault in the final value would so greatly
affect the propagation that the assumption 1in question
should really be treated as a major assumption. An example
of the former is a switch in series with a resistor, and an
example of the latter is a zener diode contributing zero
current to a node.

Consider the case of a rasistor in series with a
switch. The only contribution of that switch to the circuit

is in the voltage across the switch and tue resistor. A
voltage across a closed .Witch 1is =zero, so unless the
resistance of the resistor is =zero the switch becomes a
secondary assumption of the final voltage. Unfortunately, a

corroboration with that voltage should indicate the switch
was acting correctly.

Similarly, a zener diode contributing zero current to a
node will always become a secondary assumption of the
KIRCHOFFI propagation. But, a corroboration should indicate
that zener was functioning correctly. That is because the
propagation would not even have been possible if the voltage

across the zener was near 1its breakdown. A heuristic
solution to this problem is not to secondarize propagations
with zero value which were just propagated from
discontinuous devices. This, of course, makes the

teleological assumption that the discontinuous component
makes a significant contribution whenever it is contributing
a non zero value, as 1is almost always the case with the
switch, diode, zener diode and transistor.

Accuracy brings along other problems, testing for
equality between ranges becomes a rather useless concept. A
simple workable strategy is to use a rough approximation
measure such as accepting two ranges as equal if the
corresponding ~ndpoints of the two ranges are within a
rertain percentage of each other. More satisfactorily, the
actual width of the range should also enter into
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consideration so that if one end of the range is extremely
small relative to the other, a much more liberal percentage
is wused to compare the smaller endpoints. One certainly
would want the range [0 , 1] to be roughly equal to [10E-6 ,
1]. Using the percentage of the endpoint largest in
magnitude as a fixed range to compare the smaller endpoints
appears to be the best strategy. A coincidence can be of
three kinds, the ranges can be approximately equal (or just
significantly overlapping) which 1is a corroboration, the
ranges can be disjoint which is a conflict and the ranges
can overlap, but not significantly which provides no
information at all.

Havine the the propagator propagating ranges brings up
the idea of allowing components to individually propagate
hicher and lower limits in the circuit. Every diode could
propagate a non-negative current through itself. A veltage
could be propagated at every part of the circuit whose upper
limit was the magnitude of the sum of all the voltage
sources in the circuit. More interestingly, it could handle
the problem of having a range propagated over a
discontinuous device: a [-1 , +1] current range into
diode should have its lower limit modified to 0 (i.e. [0 ,
+1]). Interesting as such new kinds of propagations may be,
they require separate derivations for the upper and lower
iimits for each range, and thus 1introduce incredible
difficulties for handling coincidences.

When a significant propagation occurs which overlaps a
test poi-* of a discontinuous cor.-onent the best strategy is
to interpret that measurement to have too wide an error
associated with it and stop the npropagation there. 1In
general, when =rror tolerances in propagated values become
absurd (a siznificant fraction or multiple of the central
value) the propagation should be artificially stopped.

There remain certain characteristics of the devices
that Aare not captured in the propagation scheme. These are
usnally the maximum ratines of the components. The Dbase
emitter voltage of a transistor cannot exceed a certain
value, the voltage across a capacitor cannot exceed 1its
breakdown voltage, the voltarse across a zener diode cannot
exceed its break- - wn voltage, the npower dissipation in a
recistor c¢nhnnot exceed its wattage rating, etc. These, in
fact, can be quite easily captured by simple modifications
of the component experts. Fach expert could check whenever
it was invoked whether any ratings about the compon.nt were
exceeded. Such situations of excess can be of two kinds,
the final value calculated to compare to a rating may or may
not involve the component itself as an assumption. If the
component itself was used as an assumption, the situation
can be treated as a conflict with the calculated rating.
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Otherwise, if the component itself was not mentioned in the
assumptions, the situation must again be handled as a
confliet, except that the component in question must not be
removed from suspicion.

Often a component which is considered possibly faulted
because of a conflict can really be eliminated from
suspicion by examining exactly what kind of fault the
conflict implies the component might have. (i.e. all the
currents in the transistor must shift so that Kirchoff's law
is violated, or, a more trivial case (whic: should be
handled differently but nevertheless serves a. a good
example) a capacitor for which the fault of »o low a
current is entertained).

In order tc determine the kind of faults a particular
conflict implies, it must be known whether the value is high
or low. This can only be determined for conflicts with
measured values. For conflicts between propagated value
there is no convenient way of determining the possible
faults except by hypothesizing all the possible high/low
combinations and using the intersection of all the results.

We must tackle the problem about .ow to scan Dback
through the propagation to determine what faults in the
components could have caused the final conflict. Of course,
a straightforward way to do this would be to compute b for
every component f(D) involved in the propagation. For every
twe terminal component the possible fault can be immediately
determined from b (unless of course we have the inaccurate
case where the range for a spans zero). The only three
terminal device, the transistor, requires a more careful
examination as it has many possible fault modes, and a
sin-le consideration of a propagation from it may not
uniquely determine the fault mode.

Continuing in the spirit of the original propagation
scheme, a method different from computing b should be used.
A simple scheme can be derived, which has difficulties only
in certain kinds of multiple assumption propagations. The
conflict indicated that the propagation was in error by a
certain shift in value in a certain direction. This shift
can be propagated backwards through ~11 the experts except
KIRCHOFFI and KIRCHOFFV. The Kirchoff's laws experts
involve addition, so each of the original contributors to
the sum must be examined. For those contributors whose
(unverified) assumption list does not intersect with any of
the other assumption 1lists, the shift can be propagated
back, after adding the appropriate shift caused by the
remaining contributors. For those contributors with
intersecting contributions, it must be determined for <ach
nf the intersecting compcnents whether all contributions of
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all the possible faults do not act against each other (e.g.
will a shift in the resistance of the component both
increase a current contribution to a node and decrease it
through another path?). For such canceling intersections,
nothing can be said about the intersecting component. In
actuality, all this does is capture qualitatively whether
the signs of the ter s of b are different and thus
canceling. It should be noted, that if it really turns out
to be the case that b can be zero, such a scheme could be
used at least to eliminate faulty verifications from taking
place, again at the cost of sometimes not verifying probably
unfaulted components.

Incompleteness in the propagation schéme introduces
incompleteness 1in the troubleshooting scheme. Even if the
propagation schsme were complete, the troubleshooting scheme
would be incomplete, The <earlier answer to what is the
next best measurement is inaccurate. The measurement which
reduces the 1list of possible faults by the greatest number
is not necessarily the best measurement., Future
measurements must also be taken into consideration, a poor
first measurement may set the stage for an exceptionally
good second measurement.

The choice of best measurement depends of course on
what is currently known about the circuit. The most general
approach would be to try every possible sequence of
hypothetical measurements and choose the first measurement
of the best sequence as the next measurement. Again, that
would be an incredible, and unnatural computation task. The
current troubleshooting scheme does not try to generate all
possible sequences and only considers making those
measurements about which it already knows something (so to
nroduce a coincidence).

Since only measurements at points about which something
is explicitly known are considered, the information provided
by coincidences between solely propagated values cannot
enter into consideration. Thus the basic simple paradigm of
the troubleshooter is to make no hypothetical measurements
and only those propagations with unverified assumptions.
Unexpected information, such as that provided by
coincidences between propagated values, is not considered.

Issues of accuracy are sufficiently captured bv primary
and secondary assumptions. The binary search for the best
measurement must of course be reorganized. Since a
corroboration may eliminate less components from suspicion
than a conflict could, the search is not purely binary. A
workable solution is to just take the average of the number
of components which would be verified in each case as the
measurements rating. Then that measurement whose rating was
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nearest to. half the number of faulted components could be
chosen as the next measurement.

There remains the issue of generating an explanation
for this choice. Although the above argument for deriving a
future choice of measurement could be made understandable to
humans it does not always generate a very good explanation.
A large part of the explanation for a future choice of
measurement involves 1indicating why a certain component
cannot be faulted (incomplete understanding by the student).
Once a component is eliminated from suspicion for any reason
it is never considered again. However, a later measurement
might give a considerably better explanation for its
unfaultedness. The problem of generating good explanations,
of course, also must take 1into account a model of the
student and what he knows about the electronics and the
particular circuit in question. This is a topic of current
investigation.

On the topic of selecting the most comprehensible
choice from a number of otherwise equally good measurements,
something can be said. The above scheme for selecting
measurements does not take into account how "close" the
mea-urement is to the actual components 1in question. For
example a voltage measurement across two unverified
resistors is just as good as a measurement many nodes away
which also has only those two resistors as unverified
assumptions. Fortunately these can be easily detected:
just remove from the list nf pnssible measurements all those
which are propagated from other elements on the list.

The Necessity and Utility of Other Knowledge

In this section we will attempt to characterize where

and why <ocal and nonteleological reasoning fails. Indeed
manv of these failures have already been demonstrated. Qur
method of attack will be from two directions. First,
inherent problems in the earlier propagation scheme can be
alleviated with other knowledge about the circuit. Second,

many of the kinds of troubleshooting strategies we see 1in
humans cannot be captured by even a generalization of the
proposed scheme. One of the basic issues 1is that of
teleology. The more teleological information one has about
the circuit, the more different the troubleshooting process
hecomes. Currently, most of the ideas presented in this
paper so far have been implemented in a program so that much
of the discussions derive their observations from actual
interactions with the program. '

Observing the .ropagations the opropagator makes, the
mcst  arrestineg observation is  that it cannot propagate
values very far, and at other times it propagates values
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beyond the point of absurdity. Examining those propagations
which go too far, the most dominant characteristic is that
either the value itself has too high of an error associated
with it, or that the propagation itself is not relevant to
the 1ssues in question. The former problem can be more
easily answered by more stringent controls on the errors in
propagations. The latter requires an idea of localization
of interaction. This idea of a theater of interactions
would 1limit senseless propagation, however, it requires a
more hierarchical description of the circuit. More on that
later.

The idea that every measurement must have &a purpose
points out the basic problem: our troubleshooter cannot
make intelligen easurements until it has, by accident,
limited the number of possible fasults to a small subset of
all the components in the circuit. After this discovery has
been made, it can make fairly intelligent suggestions.
However, as such a discovery is usually made when the set of
possible faults is reduced to about five components, it only
can intelligently troubleshoot in the 1last few f{two or
three) measurements that are made in .he circuit.

Clearly, many more measurements are > before this
discovery and t he troubleshooter . . do anything
intelligent during this period. It will 0. szhown, however,

that the propagation scheme and the ideas of corroborations
and conflicts can be effectively used even during this
period.

The only way 1intelligent measurements can be made
during this period 1is by knowing something about how the

circuit should be behav.ng, or just how 1t Dbehaves. This
requires teleoslogical information about the circuit. For
example, just Zo know that the «circuit 1is faulted and
requires troubleshooting requires teleology. In the

situations where the propagator did not propagate very far,
the problem wusually was that some simple teleological
assumption could have been made. The voltages and currents
at many points in the circuit remain relatively constant for
all instantiations of the circuit, and furthermore many of
them can Dbe easily deduced (e.g. knowing certain voltage
and current sources such as the power supply, knowing
contributions by certain components to be small, etc.).
Propagation can then proceed much further. O0Of course, the
handling of <coincidences requires modifications, and a new
kind of strategy to deal with +~'-0logical propagations
needs to be developed.

If sufficient teleology about t'~ circuit is known so
that the transfer functicns of cert. ‘n groups of components
are known, assumptinns of the form "assuming x 1is 1in the
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correct state" or "assuming x is working correctly" can be
made. Issues dealing with structuring such a hierarchical
and teleological description are being investigated <(Brown &
Sussman T4>.

The pr-nagation scheme of the previous sections can be
used to understand the implications of these assumptions by
propagating them in the circuit, and to determine all the
i somorphisms of a particular set of measurements so that the
appropriate values for the teleological description
mechanisms can be discov:red no matter what measuremeats are
made.

However, as indicated earlier, a new procedure has to
be made to handle coincidences. At a 1low level,
coincidences can be used quite simply. When it is
discovered that a certain voltage is lower than it should
be, a search can be made in the topology of the c¢ircult 1in
order to locate faulty components which might have caused
such a shift. This would work most of the time, except in
cases where complex feedback paths were present.
Coincidences and corroborations involving assumptions
concerning collections of components need to be handled
differently. If an entire collection of components 1is
working correctly, all the components inside of it can be
assumed to be working correctly. But, if a collection of
components 1is possibly working incorrectly, a measurement
must be made within the module which can best determine what
could be wWrong. Wwhii. tr~ previous deduction required
extrinsic knowledge ~ - ut :»: nodule, the search for such a
fault within a module - guires an intrinsic descriptinn of
it.

When '~-rering for reasons why a certain value is not
teleologi - iy what it should ne, it is important to note
that wher examining the behavior of a particular component
ar modu.e 1Lwat the reason for its apparent faulty behavior
can lie ~ ‘ther @ _th itself, or what it is delivering values
to, or wiat is upplyirg values to it.

Future Re.ecaren

Altk vk the discussion of the previous section
sketches it the necessity for teleology, more basic
research has to be done into the nature of teleology and
more work has to be done on the local analysis to even use
the little we do know about teleology. ‘

Once a propagation has been made, it 1s currently
impossible to remove 1it. This raises many problems. For
example, 17 telenlogy told you that a voltage at 3

particular ooint was 10 volts and you measured it and it
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turned out to be 20 volts the strategy would be stuck.
There 1is no ability to forget the original 10 volts and its
propagations. In our simple single fault theory this is not
fatal; a clear conflict occurred, and the single fault has
been found -- teleology! Similar problems occur in purely
local analysis. Suppose a zener-diode is off, then we could
propagate a voltage less than its breakdown voltage across
it. Unfortunately, if at some later time we would measure
the actual voltage we would only be able to tell if the
diodes breakdown voltage was perhaps too high. The original
nropagation could not be forgotten.

The necessity is for ano‘ner assumptiofh type which,
when conflicted with, will merely cause another assumption
to be chosen instead of concluding faultedness. This would
help both the problem of intcracting with teleology and of
repropagating better values. 3Jussman & Stallman are using
this 1idea for circuit analysis. Arbitrary assumptions are
made about .the the states ¢f the devices in the circuit and
when conflicts occu.: different states are chosen. This
proceeds until a consistent assignment of states has been
found. The current troubleshooting strategy could vuve
extenced tnis way. It 1is probably a poor idea to choose
states arbitrarily, since that would be extremely time
consuming. A state should be chosen only if some reason i.as
been discovered for it. This strategy 1is workable for
troubleshooting because many more values are known about the
circuit than in circuit analysis where the point is to
discover these values. In troubleshooting, extra faulted
states should be modele. so that when a contradiction occurs
components should be forced into different faulted states.
This would be done by forgetiing the VIC of the old :tate
and assuming the VIC for the faulted state.

Forgetting a propagation is in general nontrivial. If
a propagation is forgotten, all the propagatins that ensuecd
tfrom 1t have to be forgotten also. Unfortunately,
forzgetting this propagation is simple compared to the other
forgetting that has to be done. Namely, all 1infesrences
about t he circuit, not just those directly about
measurements, have to reconsidered. For example,
coincidences and their implications on the faultedness of
components have to be wmodified. Most difficult of all,
deleted propagationns may have blocked the further
propagation of ~ther values (for example in <coincidences).
These blocked propagations must now be allowed to proceed.

Forgetting will have to be implemented by storing the
assumptions o¢“ every deduction in a data %“=Se so that
whenever an assumption is deleted all deductions depending
cn that assumption be deleted also. The simple solution of
a CCONNIVER context mechanism 1is not useful in this



apnlic .icic because the context mechanism can only be used
effectivel, if one knows, a priori, what things might need
“5 be F“rrgotten and that a total ordering for these
assumpt: ... 1s known. Both of these conditions are
imposcsitbie to meet.

Wit» such an ability to forget, more versatile local

propagations can "~ made, multiple faults can be handled and
teleology " mu.t eventually be added can begin to be
handled.

ol
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CHAPTER 4
TOJARDS (EACHING MATHEMATICAL PHOBLEM SOLVING

Introduction

There are two intertwined 1long term goals that
motivated Lhe research reported in this chapter. The first
gral is to establish the theoretical foundations and a
procedural knowledge w.ose for an "intelligent" generative
tutorial system for mathematical literacy*. The second 1is
teo weain 1insight 1into how to build better information
processiny models of tutors for this and other domains of

knowled e.

Before proceeding with the technical discussion, we
iaclude below a hypothetical protocol of a student using the
kind of tutorial system we are working toward. The protocol
will provide a glimpse of the kinds of tutoring we expect
our f(inal system to be able to provide by wusing its own
built-in reasoning strategies. At the outset we stress that

constructing a rachine to solve algebra problems is
relativ. v straightforward, as i' is to construct a system
to cnrek Lue validity of each step of a proposed solution.

The c¢nailenge, howeveir, 1s to exploit these techniques to
enalrle = instructional system to make sense out of what a

student 1is doing. That 1is, the system mus‘’ be able to
talyze his golution patrhs sufficiently deeply that detected
20rors can noe succinetly and meaningful described,

appropriate hints can be given, and automatic remediation
and problem generation can be performed. These rcauirements
reflect the subtleties of the W“ind of tutoring which 1is
possible when the tutor can "nduce a model of how the
2t dent is reas.ning, and what his underlving ‘'"bugs' or
points ¢! 2onfusion are.

This and the next chapter will describe our efforts,
thus far, in under:“anding, desiening and implementing such
a ystem.

Rasic Assumptions Underlying tnis Hesearch

One  nf  ~ur basic assumptiorns is Ehat a major
bhreakthnrouch in the offeativeness of CAI will pe achieved *
construc ing a syatem  fho¢ “an-  follow all of the
intermedi tfte  cteps  that =« student i1s ovperformin while
solving a giveon »xercise. - having sufficiert built-in
generative "intellieernce", 1the =system c¢an constract an
{*¥) athematical 11 eracy 2cnesrna the procedural skills of
ma:nematics as opposcsd to 1ts axiomatic theory, (e.g. the
kir 1 of knowledze needed tc enable students to comfortably
ma- ~ulate n- understand the math~matical formulas
e sunrterad In hasizc courses in mechanics, navigation,
f1i ht dvnar ~s. electrosios)
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PROTOCOL

WII.COME TO THE COMPUTER BASED ALGEBRA WORKSHOP!
WHAT IS YOUR NAME?

?» max

AS I RECALL, WE WERE WC. (ING ON REDUCTIONS INVOLVING COMPLEX FRACTIONS.
YOU WERE HAVING A BIT OF DIFFICULTY DECIDING WHEN TC MULTIPLY OUT A
PRODUCT, OR FACTOR IT FURTHER. ARE YOU READY TO TRY A NEW PROBLEM?

»yes
OK, THIS ONE IS A IITTLE HARDER THAN THE LAST ONE.

The system rnceds to ey oy a met»ic for the problem complexity which
vefloots, not only sone absolute notions, but nL 0 a knowledge of which
riics ond heuristics Twe student has mastered

PLEASE REDUCE:
{A-C(2a-38)(2A+38)]) + /o

YOU AN WRITE ON THE TABLLT NOW.

>

]
[(2A-3B) (%%)]

THAT'S A GOOD START. YOU HAVE CHAN ' ONE OF ™[~ 0L1VISTOINS T A MULTIPLI~
CATION, AND THE OTHER TO FRACTTON [ ORMAT. YOU ALSC COT ®o OF THE BRACES,
WHICH WEREN'T REALLY NECESSARY. D2LEASE CONTINUE (BUT DON'T . ORGET

THE 1/2)!

Oceasionally tne system ma, ccmm'wt cuen on corrvect work, ensuving that
the se quar“e o eteps whien weve 2rformed ti made exvlictt. Notien

that a system mh7ch constaroly to.d the studant, "‘ou must alsc zopy tho

ety Laulu be y frustrating o
A .
-~ 2b) (2 2 *
(2A-202(%%)

Note that the systen .ust be awar- of common nctational variations «
ambi dtics, such as ower/upp.r case for Litoral:.

> (20&"?{19)7‘ o - ___,___.."5,.__.._.._ + —
> 2b B (:L_‘_C.~_b\ A

’

g that only the "atten led” parts of «n e:cvressto: have been
o, while wnchanging pavts are not zopizl .nt.l later, can require
lorable problem sclving.

A
+ ——
> 2a (a - > b) od
3b
I AM AFRAID THAT'S NOT QUITE RIG. T, MAX. DU YOU 7Y LWHERE vOU HAVE MADL A
SLIGHT MISTAKE?

nier r:u‘nZL[Jvau Dppor mesns teolating itte nprecies loeation in Hhe Gl PRagLoN

(and when 1t occived [n the pule-path), catkgarizing it as one of u clas.: o)
sommon ercor tyrec, and rel. ug it to the student model.
2700
\) —-f"f;\ - Y i
O
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PERHADS 11 YOU LOOK AT THE LINE ABO.E. ON THAT LINE, YOU WERE MULTIPLY i1l °
OU'T IN 'THE DENOMINATOR.  NOW IN THIS LINE, <OU HAVE TRIED TO I'ACTOR I™
AGAIN, RIGHT?

Jtation interacts @it iint-general i s the students ave helped

thelr orrons o thomsolnes,

SRR Clon e e toring o capression 18 a rai omal form
e Cee enaes n e problem-solving strategies,

4

Lo cwittion o, saetiewlar operational errors.

BUT INSTEAD OF HAVING THE "22" ¢ N THE RIGHT, THIS TIME YOU BROUGHT IT OUT
T THE LEFT.  DOBES IT MATTER ...;AT ORDER YOU DO THE MULTIPLYING?
Dlads Bhe wnaerlyleg preineinlo ohdel justifiles the elatm that the

mrelipl - faetor soqenes @i non=productive.

> ot course not!

RUT THEN?

> L oguess 1 left out a 2 in (Za-=-35).

S00D! LET'S 'NTINUE WITH YOUR NEW PROBLEM, AS IF W3 HADN'T NOTICED THE

MISTAKE, AND SLEE WHAT DEVELOPS.

el cdens rnass Toam to pocogndne mistakes, Ly developing higher-order

el to deely clwe sdieok 0T wonke el also to sense when something seems
' sl o 2B e vequires letting him sometimes proceed,
Cee et nlo e funs slmpels vpedefined the problem.  Since our

P ten oot Mhar s psreling "y Lt can simply solve this new probl.m
L foo ikl of potential interesi in letting him proceed
io. B opeve T oo oo D L hils curpent skllls, Lhe system

' o0 deotac ot o gt o ke Te be handle the new proiiiem
wodh o T

WHAT W TiLD YOU HAVE WANT T DONENT?
i
> _L_ PR
AA(a-3b) a
- 3Ib

coney e el o e e el e aatem raat o lerstand cancellation.

5O AHEAD FROM O THERD,

> — 3b +
A(e.- 3b) 2
N meoces Gl e e e T i DRl el he seap
p e e T e e I ead o o the siwcdont
i
o 3b+ 1
Ala-3b)
T L R E T TS S A TS A 15 L TR, N ot
: e s N A L R Y i
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Seecpror s becn peo el

WELL, YOU CERTAINLY PINTSHED THAT ONE OFF FAST! UNFORTUNATELY, YOUR
WORK IS NOT QUITE kL'« . THERE WAS A LITTLE FRROR UP ABOVE, BUT THIS
LINE HAS A BIC MISTAKF. WHICH LOTS OF PEOPLE GET CORWISED ouUT. DO
YOU SEE 1T?

M»well, i+ wasn't sure if the denominator should be (a-0)=a, or (a-1).

Coradente commenly generate "peeudo-rules" to handle wiusual (or forgotton)
gl twailons, whick wnlse beca of other ervors.

YOU'REY ON THE RIGHT TRACK. WHAT 11 THE PROBLEM HAD BEEN:
b _ e
3 . 1 0
LD THE ANSWER HAVE BEEN i*‘-\., OR (*)‘ = UNDEFINED?
> it would be 1.

GOOL NOW SUPPOSE YOU WERE TO EVALU 'E THE FLRST EXPRESSION IN THAT LAST
[,INE, BEFOR: CANCELLING 3b, WHEN a=1 AND b=Z. WHAT WOULD YOU GET?

S epinaice gustifieation for corvectncoss of algebraic rules is part 0"
CheiT aemuoiit oo, The . torals in | gebraie formulas repriscent numbors.
T mides are cxpeooted o preserve eqidvaloner over all cosigments of

sme el valucs Fo Liilerals,

% 3(2) + _ 7 _ -7
20r-3()) T Als) T 10

1
WHAT ABOUT THLE SECOND, :, WHEN a=17?

C

D pma e S st Ton T choosing s ouenerdeal examplos,

o Gy 2Ny Sy " LR S . A 1]
b qoe i e Dy o llital copaldie i o,
» Al =
{

<O THE FIEST TERM IS NOT THE SAME AS THE SECOND, RIGHT? WOULD

L 1 1
- e = e 3F ANY BYTTER?
. 121 Q BE 7 TE

. N i . . ! N . N - N - PRI N
BT TS UL SIS/ 2N RO LINS LHNE D RP) LNV RSN AN S S IR N

Dbep vaint D oon i soppact role ot e .
» no

SO WHAT DOES THAT [HPLY?

T C ol te ke g wesive vole Tn findin ine weierliing
it can't he either of -7 1. 1 am beginning to Liink th soind thing else

» is wrong.

T RV S TIF L LA A ATEI AN PR AR A DD AR TS A A T oull, he

T R T

THERE TS.  YOU JAN'T CANCEL 01 THE W v e ONLESS THEY ARE COMMON ACTOERES OF
EVERY CRESOIN THI NUMERATOR AND DENOMINATOR, SINCE THAT IS NOT THE

CASE HERE, YOu HAVE CHANGED THE 'ALUE OF THE EXPRESSICN.

"

o S ., T SO T O N
5 or teo e e stwler Ele Uhug™ ot e e

R L T A, TR
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s L soee.
GOOD. NOW LET'S BACK UP A BIT. HERE IS WHAT YOU WROTE BEFORE:

3b+r | _J

2 (a 1b)
SINCE IT wAS .ILLEGAL TO CANCEL THE "3b"'s, WAS THERE ANYTHING ELSE TO
BE DONE?

[Tlustra’ ‘ng the pelationship of the vrror to the particular contex! in
which 1t oecured.

» i don't think so. ]
2brt
2(a-3by
;’l@}_—'_{; ENO" # TO BE THE FINAL ANSWER. THIS MAY HAVE ENCOURAGED YOU TO
RESORT TO "SHADY TACTICS"! BUT WHEN THE ANSWER ISN'T SIMPLE, IT MAY BEC
BECAUSE OF AN ERROR YOU MADE BEFORE -- OR IT MAY JUST BE THAT SOME

PROBLEMS HAVE "MESSY" ANSWERS. WHICH DO YOU THINK IS THE CASE HERE?

#TSHT. SO THE ANSWER WOULD BE PERHAPS YOU FELT THAT IT WASN'T

Al draving a general lesson abou' »roblem :solving heuristics.

Y well, since we changed the problem way back in the beginning, it could
» huive a messy ans °r.
THAT'S TRUE. WE REDZFINED THE PKOBLEM. BUT THERE IS ANOTHER ERROR -- GOING
FROM:
—3b __ 4 L
Ala-3b) 2
oy =R
A a- 5b)

SINCE YOU USUALLY DON'T MAKE THIS SORT OF ERROR. I'LL JUST TELL YCJ WHAT
IT IS: YOQU FORGOT TO MULTIPLY THE NUMERATOR OF THE 1/2 BY THE ¢ T+~ ITOR,
(a-3b), WHEN YOU COMBINED THE TWO FRACTIONS. N0 YOU SE: WHAT I "+ ! .AYING:

SR S T S N R feawhfng stratzgn too!  wspecially when mie
Do Tende L et JN” lamental.  But the deseri; cion must be in 1 oms rhat
the alicn o 2 D welersrand!
»yes
. b !
SO WHAT SHOULD COME AFTER - 7—> 4 —
(x-3b) 2
> 3b + '(“‘ 3b)
l(&.-%’u) 1((\-55)

O, GO ON. ..

3b *(a»sél

Ala- 30}
3bta - 3b a
Ala - 3b) a(a-3b)
THAT'S FINE. .

P

O
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Aocnrate model of steps whioh o the
(ine'dinr  implicit operations), and then
sritique the fundamental errors  that were

apposed  to  simply evaluating whether or

corpeet

1t i=s also assumed that the

Can

student

not

effectiveness
be ereatly improved by constructing a detailed model of

performed
identify «and

committed, an

the anawer 15
bf 1 tutor

the ocurrent state of each student's entire
solving
into  consideration

when formulating

appropriate to the student's
Another assumption 1is that the
particular remedial strategies can be

increased by constructing and using a
5t he nature of the error which occurred.
s 4ot particular error should be =seen by

sect of

procedures for the domain, and by taking that model
tutorial

detailed

Tnis
the

error types,

problem

comments

problem solving behavior.

effectiveness of

signilicantly
explanation
means that
tutor as Aan
and rhe

inctance of a category of ro’ated
orourrence of each class of errors
indieative of specific weaknesses in
tandting. Titorial assistauce
e ilie weaknesses,

SRANRTARE

assumption, implicit in
ant . ~times desirahbie to

v final
L poasihlo

our ef0a.s, 1S
instruct

wnuld be seen in turn
the
is to be keyed to iLhese

student's

[ORARE R it
stude- s in

vorrocedural, do it" type of knowledge of + «dom=in,
Lithout nel="criny the formal theory underlving that dootin.
oo o simply. o we roquire that nur  system understand a1
c¥pLain algebra from tne point ot view, not of the abstrant
tnpical structure of the krnowledge. but of reorganized,
learner ¢ iented structuring of ‘“ow he is to use the
kiiywle-dee Uap solving alpgebra orol B

Imelin~abian:s of *hese assumphbions

Jooimned,

ste implication of our approact

-—- if it i=s L+

‘e yaeful 2noa practinal educational techinology -- 1o that
poatian o1 oa detuiled representation of the path of
fotepmodict e steps  whisr bhe atudent muct have trace” sut,
fpiven nroyinus stare, his drrent input, and prior
nowWledos f thne ~tutles 1 Aalrebra in eceneral), Wwill neesd
b he ne fiici-ntiy. Jarthermore, it must he
roemrutationally feasibl~ to rcnstruct g Jhoorouinh,
i . cable model of  the studont's overal Mowie . e of
Voebrais pooooedares. This ncan he achiev: ibhstracting
Proom individual problem solvire  nrotocols, ~anjunction
i cxpe ctations based upon  bb stem's  2wWn

srderatanding of common er
)
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Morcover, in order tor he tutoring system to be widely
applicable to students with different  backgrounds, Lhe

taxonomy of errors mu -t reflect universal kinds ~f
misvnderstandings, rather  taan artifacts of particu .o

teanhing styles or techniques,

The cypert  system for algebraic manipulation must
represent  and process algebraic entities in  a natural,
human-1like way. At each step, the system must be capable of
generatineg explanations for its actions, 1in terms of a
1etwork of procedures, which embody the  peds gically
reorganized knowledge.

Synthetic Approach

Ou - approach to construct.ng such a syster: has taken
two forms: ovnthetie and analytic. The synthetic approach
concerns the desiegn and partial implementation of B
collection of modules (programmed in LISP) to analyze and
critigue a student*'s solution pa.h. We have run a limiteu
set of experiments- on the operational portions of thes-
modules. The purpo:» of these experiments is to predi t the
computaticnal behavior of the modules with respect *o
Aif:-2rent formulations o. .roduction rules <Newell 72> wltich
encode  chunks of algebraic know-how. In particular we fh .ve
heep concerned with und rstandine the combinatorics of the
search space in.volved in fi."i:.¢ in the missing steps in a
~tudent's prop sed aclnticn, asd in characterizing exactly
what is Wwrong Wi h a studsnt's  answer., Such an
under. .andins is crucial in determ.nine the extent to which
hrute-force sear>h atrategies ove- the set of production
cplanted by more sophisticated heuristic

ruleag must bhe 51
v diane s,

As L stud-nt hecomes nore proficient, the
semtinatorial nat--oe2  of  the search space seems to warrant
nore  powestgl heunristicocs . sinee students ~erform an
increasin.:  number  of  airgebraic manipulations  "in  the -
moada’ We nnso olready given o rcod deal ~f  thought to
aurmounting these  problems, and  a few of our icveas seem
oromisine. A dictincoion betwsor strategias  (higher order

rales hinh fptermine £oe arder of (rasic) ru:-
roplications:, ant  the 5ot <7 (primitive and o)
sperations  Wwhish  ti otudent 1° known to be using, goea'ly

coneatraine thne seooceh cpace. Witnout it, any sequence  of
~rorations wonlid o i oa porsitiltity. Furirermore, rules re
viepapeninnily atroocLuredl - one need not  expand  sub-rules
ot tr.v nop level 2ol ©inn plan has been discovered. This
fs cimilar to the use o!  MiATROPS  in  the ABSTRIFPS oysten

qoepdoti 73>. Hoaristi equivalence checking, based upor
G v o i o alrey . thm described  hy Martin  <Martin 71,

i
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further  consteaio: the search by el

iminating consideration

ot errot operation:,
Use of Production Ruleg

I'n trospect, some of Lhe design decisions which woere
made in aure preliminary efforts seem somewhat
unsatistatory. IFor example, the organization of the usystem

around ~clatively simple rewrite

or production rules may

have been unwise. A more general form of rroduction rule,
or "schema" now seems preferable.  Such a *hema mieht take
A form such as:

[pattern + conditions => action => new pattern]
in which the right hand side can represent an entire class
of  expressions -- such as might be generated by one of the
commor error  categories., Moreover, there should be a
provision  far higher order, or "meta-rules" for recognizing
tran:formaotions. On the basis of introspection, such rules

re  frequently erployed by skilled tutors. Examples might
he somethine like the followingh:
(a) 1F MATCH <initial-evpression> WIlH
((./YGﬂIGNP #?ﬂNUMBFRP #38S5IGNP #4NUMBERP)
AND MATCH ““iaal-_xproessicon> Wil
(V5 6SIGNP #o@NUMBERP).
T sonclude that RULE was
"Addition=-0f-Two-Signed-Numbers"
Sith the following
AVEAT:  IF #6 is no! in the appropriate relation to
" and #4, thoon propose that student error occured.
v T MATCH Jdinitial-expressiaon> WITH
(VHEVELXPRD '= V1#2AXPRP)
AND MATCH «<firnal-cxpression> WITH
“HRAOLTTATOME '= VY#3A@AXPRE)
THEN rcr-2lude that RULE was
"Inlve-For-l.itatom" witn the following
CAVEAT: I¥ the value of #1, when all occurren~es of
#3 are RFPLACE-d v #4, is  NOT  LZQUAL 9o the
corrosporndineg value of #2) tmhn a stud-nt error
cepcurral,  Snooont the “un—rtle
‘1% "transrose all terms lnvolving #1 to 1-~oft";
2) M"tpanspose all tera» not involvin #1 to the
~iaht "y
{2) "add like torms oSn each side.
“antines should 23t be construetod which  provilde g
et al description of the f'erences between twno
These mizhe he  based »Hn asuchk  features (o
numbe - S £ nhapcesthese s, Aifferent numboras of
¥t oall due arolocies for the o~rvpiic oaftern-matcher
cyntax!
o

O
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terma; dit'terent. numbers  of  Lambda  (bound) variables;
prescence of "=" asipgns;  ote.

Analytic Approach:

The other « oproach (i.e, analytinc) that we have been
pursuing  concernsa a careful @analysis of the knowledge to be
embedded in the tutoring system. It also includes a
specification of the kinds of logical tasks the system will
have to pertform in analyzing and critiquing a student's
solution. These investigations have been empirically driven
in the sense that we have run several experiments and
performed (by hand) detailed protocol analyses (akin to the
methodology nf Newell & Simon) of the solution paths and
errors generated by students.

In order to provide an intuitive grasp of the kinds of
knowledpve and reasoning involved in conztructing a
atructural model of a student's benavior 1: solving an
algebra oproblem, we have annotated an actual subject's
solution path t» one of our experimental problems. This
indicatez the kind of reasoning required to construct such
models, We stress, arain, that it is relatively
straigh-torwar to have a ¢ puter system eg¢enerate a
reason:ble solution to this probl ». The «c¢nallenge 1is to
adequat2ly form-lize the reasoning strategies and knowledge
that ~utors wusce 1in understanding what =2 student is
(prabuasly) doira, so that similar strategies can be employed
by a computer gprogram to enable 1t to. figure out the
student's reascnineg processes and points ol confusion.

Tr.v alaebraic problem this subject nas bheen asked to
solve is to reduce an ale~braic expression .Line LO below)
to a minimal {orm (i.e. t5 a single reduced fraction). L-t
us  procced te cenerate a hypoth tical explanation of what a
zood tutor mieht be thinkine whi. e grading or unde ' ~-ding
this subi ~t'=s scoliutions.

[LO] <A~%[<lﬂ"%ﬁ\(4Af—5B)]} +.i

(1] o,
7y i PR ) A
. B 3 I
1.2 . 2 POEE TN 2
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A
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The analysis of LO through 1.2 is straightforward, but
the transition to L3 is puzzling. The inversion operation,

which brings the "3B" 1into the numerator, suggests a
moderate degree of sophistication. But the (very common)
illegal cancellation 1indicates considerable confusion.

There are some clues which help to refine the description,
narrowing the range of contexts which would be likely Lo
»licit this @arror. Note *+he subjec! did not perform,
(2A-3B)(”A/3B), which is a very sim.lar mistake. The
difference appears to focus on whether the sum of terms
ceours in the numerator or denominator.

I ]
L4 —_— r -
) YA -2 o
[LS] — b L+
2(2A -1 A
In going from L4 to L5, the exponent of "A" 1is lost.

This could be attributed to either a copy error, fnllcwed by
1 1.2 factoring, -~ a factoring error. A flag should be
set to wate!: for further occurrences of the latter, but
there is not enough information here to %2 certain.

(L6] —_— - 2 A - F (-3 Ao "‘(‘A - |
A I&‘Q_Arl)’
L6 is truly remarkable. The first expression, (to the
left of the first "=") was ¢ 'rived at by "multiplving
through" L%, by 2. This is an in. ance of the more genercl
iifficulty, nmerating on expr sions as if they were
equations. One w<onders whether .. =" was written first

(sc that its presence triggered the error), or, whether the
invocation of the (inappropriaie) rule, (since .te correct
use occurs 1in equations), triggered <“he sequenc-r of "="
signs on this line! The secnnd expression, 2A-1+(2A-1),
could be either a 'multip) ing through", but un abort:.ve
attempt to combine into a sing - fraction, <:sing an LCD-like
rule but forgettins the denominator. The boxed answer,
LA-2, must have see~e: strange as the subject continues oun
£t~ “actor"™ it, introducin ‘et another (sign) errcr.

Wwnat can be made of L7? Cleariy. Lu amonad  incorrect,
and the subject raoturncd to L5650 {Ncotice rae need for the
omputer to be sensitive - ~lues for  Latktracking: L7



gl oot from L6
answer,

history
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the boxed
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aorrect solution path,
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Qualitative impressions

Cne overriding impression we got from this experiment
was @a sense that each person approached solving the problem
as if by "rote", with most people failing to see explicit
decision points 1in the solution space. Many people found
this task very difficult. For example, out of ten college
students presented with the simplification task, three just
"threw up their hands" and said they couldn't do it at all.
The other seven tried, but none succeeded in correctly
solving the problem. Nevertheless, the problem 1is well
within the bounds of high school algebra in difficulty,
especially for students who do not instantly panic at the
sight of such expressions, realizing, 1instead, that the
problem can be decomposed into a sequence of rather simple
steps.

It was also interesting to discover the wide range of
answers to the problem (indicating the futility of attempts
to specify ahead of time a comprehensive set of 1incorrect

answers). Also the few people that solved the problem
correctly (approximately 25%) generated an incredible
variety of correct solution paths. The high error rate (or

the low mean free time to an error in a solution) also
indicated the ineffective use of student time, when the only
feedback concerns the validity of the answer, as opposed to
commentary on the intermediate steps which were performed.

Figure 4.2 below shows the range of answers generated
for the problem and Figure 4.3 shows a typical solution path
leading to the correct answer. Figure 4.4 shows an
annotated solution to the problem which points out some of
the decisions that could lead to solving this problem in an
"optimal" way.

[insert Figures 5.2, 4.3, 4.4]

Final exam data:

The analysis of the final exam data from two college
level remedial math courses involved using several
strategies. For both groups of -exams, every problem on
every exam was re-graded (they had already been graded by
the teacher) in order to understand some of the heuristics
used (and errors made) by graders in real world situations.
The solutiens for three randomly c¢chosen students were
analyzed in detail for every problem, carefully describing
and accounting for each error. Furthermore, a single
problem was selected and analyzed across all students, in
order to estimate the range and variety of rules and errors
which can occur in even a short exercise.



FIGURE 4.2

Some Typical "Answers"

A 1 1
2A-3B B 3B
2-3 (= 1->—-
360 2(1-53)
1.1 3B+1 I S 3
A 2 4A-6B 12aB 18B2 2
3B+1 3B L L A + L
4A-6B 2(2A-3B) 2 4(A*A)-9(B.B) 2
l1.-A S S 1 A
2 ¢ 9B 2A(1-3B) 2 2 (A-3B)
3B
-1
2A+3B A 1/1
4A-6B 2n-6B 21,38
2A
A L1 1+(2A-3B)
2A(A-3B) 2 2 (2A-3B)
3B
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Flgure 4.3

This 1s a2 typed replica of a subject's solutleon path

Reduce:

—

{n 2 [(2A-3B)(2A23B)1} +

noy

2A 2A ]
§§(2A) —~§§(3B)
“A2—6AB

3B

3B , _2A-3B
2(2A-3B) ~ 2(2A-3B)

2A
2(2A-3B)




Fipure hoh

Ar [(PA-3RY(FAs3) ]+

[

We first transform the problem int» a two-dimensional format.

A
2A
(2A~3B)(§§)

1
)

At thls point we could either distribute the (%%) across the

"PA=1B) term or cancel the A's. Cancellation is chosen.

1 1
(?A-3B)2_ © 2
3B

Again we could distribute the 2 or %E but we decide not to since

the < matches the % on the other fraction. Hence to accentuate

this mlebal match we move the 3B up.

We are now in a position to combine these partial fractions into
one fraction. Taking advantage of the 2 in the denominator of

—ach fraction we can combine them as:

3B+(2A-3B) ’
(2A-3B)2

- qds ___ehA
which leads to (2A_3B)2

. ) A
and then to (75:357

-9l-
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some plobal observations about this data are in order:

(A} People are incredibly bad at algebraic

manipulation. In some sense, we were aware of this
before we started -- bul our estimate of how bad was an
order of magnitude too naive. An example may help to

illustrate: \

On their final wexams in the college remedial

algebra course, sixteen students were given the
following problem:
(-3x) % (2x)°

Not one student in the course obtained the correct
answer, EFYEL The most common answers (four
students each) were "72X", and n_g5xoN Other
variations were: "_36X", "17X5", n_216Xen, no72m,
"—72X2”, n_72X", "-108X2", and "_16X246X3M, Results

for this problem reached by students in other courses,
from other schools, were similar.

(B) A close look at examinations which had already been
graded by algebra teachers has 1indicated fundame-tal

inadequacies of traditional grading techniques. By this is
meant that the ranges of scores which would typically be
assigned on the basis of right, wrong, and partial credit

answers are only crudely correlated with any reasonable
metric one might wish to apply to the knowledge structures
in question. Suppose we describe in detail the knowledge
which we desire for the student to acquire and use. This
might be formalized as a set of procedures, operators and
heuristics. Perhaps the student has accurately learned all
but one of, say, fifty procedures. But in applying this one
"buggy" procedure he consistently makes some simple mistake.
If there are only a few problems which require the buggy
procedure, the score will be high. However, if the faulty
procedure applies at a "low level" or -- is called by higher
level procedures - (which by contrast implies that the
student's high level knowledge may be quite sound), the
procedure will be needec in many problems, and the resulting
score will be 1low. Similar themes are elaborated upon by
the following examples:

(1) A common test grading heuristic (necessary if
there 1s a poor faculty/student ratio) is to examine
the student's work in detail only when the final
answer 1is incorrect {(usually to determine whether any
partial credit should be assigned). Those problems
for which the <correct answer has been obtained are
only cursorily exemined (usually ¢to ensure that no
cheating has occurred). This claim 1is based on

-95-
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careful  regrading of tests previously graded by
algebra teachers for the purpose of determining final

credit for a course. We can provide examples of
students who were passed on the basis of this
heuristic, whose algebraic skill appcars to he
inferior to that of some students who did not. (Other
¢rading techniques also led to the opposite
situation.) Two trivial 1instances should help to
illustrate how this can occur. According to a rough

statistical analysis, one student alwnys guessed when
assigning the sign after an algebraic Lransformation.
Since the correct answers reflected even parity about
as often as odd parity, this strategy was remarkably
successful on short problems with few intermediate
results. This student did almost as well as several
others who svotematically applied '"almost right"
procedures. A second, very common confusion which, in
more difficult situations can lead quickly to compound
errors, 1involves the relative precedence of the
various arithmetic operations. Students who
consistently misapply use of precedence and
consistently make inappropriate use of {or fail to
use) parentheses frequently end up with correct
ar.swers, even though many of their intermediate steps
are incorrect!

(2) Very often, multiple errors will occur in the

solution of a single problem. This reflects a number
of weak areas 1in the student's knowledge. For
example, the work may indicate use of the following
faulty rules: "X -:- 0 => X", "(XY+7) —:= Y => X+Z",

"A/B + C/D => (A+«C)/(B+D)", and so on. But the exam
score may be only slightly worse than that of a
student who only manifests the last difficulty, since
the first rules may only be invoked in problems where
the last is also needed.

Additional points that have emerged from our
empirical analysis include:

Some of the exams were "uniform graded" by algebra
teachers. This means that the same problem was graded by a
¢iven teacher across all of the -exams, but different
teachers would have graded different problems by the same
student. This proviied an excellent opportunity to Aassess
the effectiveness »f analysis which can be achieved by
humans in the absence of a detailed student model (on the
assumption that constructing an adequate model would require
analysis of more than a single problem) . In fact, there
were mary 1instances where a more global view of the
student's strengths and weaknesses would have facilitated,
not only the assiznment of credit for the problem, but the
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utility ot remedial comments which could have (or ourht to

have) been made. Whereas many students would actually be
required to repeat an entire course because of their poor
scores, a global view of their work on the examination
indicated that a few sessions of precisely planned

remediation might have sufficed.

It would be fruitful in teaching algebra to maintain a
distinction between two separate phases of transformin? an
expression. The first phase consists of procedures for
parsing the two-dimensional notation into an unambiguous
internal representation (i.e. perceiving the structure of
the expression). The second phase consists of the
application of '"algebraic" (as opposed to '"perceptual")
procedures to the 1internal representation. Many student
error: which we have seen can be more succinctly

characterized as the result of misparsing or misperceiving
the external notation, than as 1incorrect applications of

algebraic procedures per se. Consider the following very
simple example. The student is asked to evaluate "XY'", when
X=-3, and Y=-5. The student writes, "-8". This can be most

simply understood (especially in the context of many similar
errors) by assuming that the student performed (perhaps only
in his head): "-3-5 => -8", not having understood that the
notational distinction between concatenated literals and
concatenated signed numbers constrains one to employ
additional narentheses during substitution. Note that
little is ever explicitly taught about how to proceed 1in
parsing (or, for that matter, carefully and unambiguously
synthesizing) algebraic notation! As a corollary, when
understanding student moves, the system's internal
representation must not lose the (geometric) information
needed tc propose that such an incorrect parsing may in fact
have occurred. Another example of an error that most likely
relates to a perceptual-learning problem rather than as a
difficulty with the mathematical pro.edures per se 1is that
manifested by a subject's work shown in Figure U.5.

[insert Figure 4.5]

It must be emphasized that the ‘tutoring system must
ambody sufficient algebraic expertise to deal with fairly

complex, unanticipated situations. It is quite common for a
simple error to convert an elementary problem into a
relatively difficult one. For example, one student, when
confronted with:
3 _ 4x

Solve for X: T + 2 = 1

wrote: 3 . 2x+2 _ A4x -
x+1 x+1 -x-1



Pleure 0,5

(A) Student's work: (#9F)

(B) Explanation as a description/perceptual-learning problem:

2/ x+3/y = 4-2/xy

7 ™~

~
(This is conventional parse) >
(This is student's parse.)
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in which a single sign error has converted an eclementary
linear equation into a quadratic, which could easily overtax

the student's abilities,. Such transformations occur
frequently, and, moreover, provide the contexts in which
student expectations lead to further mistakes (which tend to
restore the situation to something "within normal
boundaries"). The following student's calculation is a good
example:
solve for x. X + 9 - 3x = 2x + 1

2x + 9 = 2x + 1 (commits a sign crror)

=2X -2X
x + 9 =1 (his subtraction i« in-
correct but 'is explain-
-9 -9 able - see text)
= 8

In order for the system to intelligently field such events,
its algebraic competence must be extensive enough to
recognize the student's dilemma, and not limited, say, to
hand roded solutions for pre-arranged problems. This is
only one of the ways in which intelligent CAI needs to be
"generative". In this particular case this expertise must,
indeed, be fairly extensive, encompassing a "theory" of how
expectations =-- established by the input patterns for a
procedure -- can affect one's gquick perception cf the
problem. In this problem, there is little doubt {(having
viewed the students' previous work etc.) that he 'knew" that
2X=-2X=0. That 1is, 1if he had been given the problem to
evaluate "2X-2X" in isolation, he would have given the
correct answer without hesitation. However, this same
problem in a context which sets wup powerful expectations
(coucerning the pattern for solving such equations) led him
on the one hand to conclude 2X-2Y¥ was X and on the other
nand that it was 1.
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A very large proportion of the errors whlch we have
encountered can be accounted for by at most several dozen

error schemas; 1in other words, a relatively tight error
taxonomy can be employed. Our categorization of common
errors seems to be almost universal. Qur data strongly

suggest that the occurrence of the various error types is
independent of the student's particular background (such as
which high school was attended), as well as of the
examination score, within a fairly wide range. Of course,
very poor students turned in virtually blank exams, which
did not manifest these errors at all. Likewise, those
students whose scores were almost perfect (there were one or
two) made on'v those errors which could be described as
"simply carciess". But for the overwvhelming majority of
students in the middle range, the following sorts of errors
were typical:

(a) [anything * zero => anything’'. e.g.,
5(-5)2 (-4) - (-5)(-4)(0) =72

-500 - 20 --> =520
(b) [a + bc => (a + ble]. e.g.,

2
2A 40" - 6AB
2A - 3B(3g) - ~38
(c) [anything -:- zero => either zero or anything].
e.g.,
(7(-5))° _’_> 1225 __, 1225
s{-5)(0) 0
[ 2 . C _y a C
(d) b T d =5 - d There are several

subvarieties of this form, but this is typical:

VW
ol

3, . 1.5
R e A

-
NS T o

(e) Illegal cancellations »f the form,

[ ’ﬁYiE‘_". => X+Z ]_
y+w

of which a typical instance was:

-24x5 628 --8x2 4
Y —— 22X ¥
3 2.8 3 2.8 -3

3x"y 'z -9x7y 2z

(f) incorrect versions of fractional addition,
taking forms such as:

~100-
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a+cC
| b d =2 b+d ]
This 1o one of the most, commaon diftfi~ultics, and so

there are many variations; apparently they roetleet
an attempt Lo reconstruct  the tovgotten,  correct
{'orm an t.he bastia ot primarily  osynthetie
considerations, Student example:

2 -
i . —— - > P
x-1 +2 >

(g) Partial distributions such as: [A(B +/- C) =>
AB +/- (], which includes the special case:

- (3x-w) -->> -3x-w

(1) Confusion of arithmetic operators. Example:

(-1)3 5> (-3
Note that several of these (such as b, e, and h) can be morc
casily explained as attempts to provide interpretations for
notation with which the student is wunfamiliar (or has
forgotten). This 1ist isc 1illustrative, but by no means
exhaustive. A more complete 1list should provide the
domain-specific basis for the system's remedial stratepy.

Fxperimental Ixam

The results of analyzing the final exams of the two
remedial math courses raised some serious doubts as to
whe.her the kinds and frequ2ancy of errors we discovered were
due, in part, to the lack of any semantic basis for the
mathematical procedures (or "how to do it"™ type naterial)
used in thess ~ourses.

Partly ‘o explore this possibility, we designecd an
experimental test comprised of problems from each of the w0
exans used in the special remedial classes. T1ils test was
then eiven to 2 group of college students (from a different
collesge) who came from diverse backgrounds and high schools
in which a variety »f teaching styles and .ext books had
meen oused,

The data of this experiment were subjected to the same
.ini of analysis as was used in analyzing the remedial math
. vams. From this analysis we iscovered that, in fact, the
-inds and to a considerable « xtent, the relative frequencio~n
¥ the ~rrors encountered on ti.is experimental exam were the
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student performs in his head while solving a problem, and b)
to characterize and generalize the underlying cause of an
encountered error. These preliminary studies indicate that
a problem-solving component with such capabilities is well
within our reach given the kinds of errors and error types
we have encountered and classified. Qur next step is
therefore to build this component and to couple it to our
various tutoring strategies.
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Figure 4.6

INSTRUCTIONS FOR EXPERIMENTAL ALGEBRA QUIZ

This quiz is being given to you as part of an ekperiment to
understand how to teach algebra more effectively. Your "score" will
not affect your average in any courses you may happen to be taking.
SIMPLY DO THE BEST YOU CAN. No particular weighting will be assigned
to the problems, although they range (in order) from easy to fairly
difficult. You will have one hour to work on the exam. You are not
expected to be able to complete it in this time. Try not to spend a
great deal of time on any one problem - if it seems too hard, go on
to the next. There are four pages, not counting these instructions.
Although not everyone will have the exact same ve-sion of the quiz,
they are all about equal in length and difficulty. Do not attempt to
work the last two problems unless you have considerable time left
after completing the others, and checking your work. Please curn in

all of your work! Thank you for participating!
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1. (—3X)2(2X)3 = ?

2. (~5)(-3)(0) =2
3 SR R
4. X
8] )
5. TRUE OR FALSE: When X=2, ¥=1, and 2=-3,
X(Y-2) (Y+2) = -1l6 ?
6. TRUE OR FALSE: (3+4)2 = 9+16 ?
7. Solve for X:

® 3x + 24 =18 - 3X

-3X
— =12
® =
-2X-7X
_— -1 =2
© X
8. Multiply:

@ XY (-2x+3)
(X-1) (X+5)
© «n?




10.

11.

12.

13.

Factor complctely:

®

2
X + 5X + 4

3T - 4% + 1

Reduce to lowest terms:

®

©

2
XY 2

3
X YZ

4X-4

2
X -X

—24X5Y628

2_8 2 8
3X3Y z -9X3Y z

Combine:

®

@

2X+W  3X-W
3Y 3Y

2 3

X-1 ~ x+2

Evaluate, when X =
2
5Y - XYZ2
2
{(WX)
2
5XYZ

Perform indicated opcrations and simplify:

®

SRl
+

15 .3
774

3
5

o



14. Solve for

1
..-

® 3,5 24X
X+1 X+1

w
N
> | ¥

[ d
(N

15. (OPTIONAL) Reduce:

(a3 ((2a-38) (2a23B)) } + 1/2

16. (OPTIONAL) Solve for X and Y.
X-Y = 2
2
Y -2X = 4
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SECTION III - Related Research on Uses &nd Representation
of Knowledge in "Intelligent" CAI




CEAPTER 5
TOWARD A MORE FLEXIBLE INPUT MEDIUM

Existing constraints on how a student can communicate
his thoughts to a machine have unwittingly shaped our views
on the range of tutorial interactions and strategies that
are possible in CAI systems. The effects of these
limitations are abundantly clear in the various mathematical
teaching systems 1in wuse today. Simply stated, algebra is
not naturally done on a typewriter! The kinds of algebraic
expressions that a student manipulates cannot be
conveniently represented (or even thought about) in a
one-dimensional medium. |Ma;hematical expressions are
inherently two-dimensional: exponentiation 1s represented
by superscripts, fractions are represented b vertical
arrangements of numbers and the fraction bar, etc. In
addition many of the manipulations in algebra are described
in terms of a two-dimensional layout of expressions.
Consider cancellations. Without a two-dimensional
representation the rule for cancelling the same factors
above and below the fraction line would hove to be expressed
more awkwardly and then relearned to be applied on
expressions written in standard two-dimensional language.

Tc avoid introducing these artificialities we have been
designing a two-dimensional tablet based input system for
the algebra tutoring system. It is our 1intent that with
this system the student working on an algebra problem can
use this tablet input mechanism just as he would se scratch
paper for working out his intermediate results. This would
allow a student to work in a natural way (i.e. Jjust as he
would without the computer) This increased view of the
student's work improves the bandwidth of infermation being
passed to the student modelling system. It actually allowus
the computer to look over his shoulder and watch what he 1s
doirg 1in order to provide hints and develop a better
understanding of the processes that the s*%udent employs.
For this to work, however, the recognition system must be
robust and natural to use or it will interfere with the

thought process of the student.

The task of racognizing handwritten algebra expressions
can be thought of in two parts: 1) the recognition of the
individual characters, symbols, numbers, and digits, and 2)
the putting together of these symbtols 1into larger
expressions, that is, parsing the string of characters 1into
mathematical expressions. As mentioned above, this parsing
must take into ccnsideration two dimensional information,
since many of the algebraic operations are expressed as
two-dimensional relationships.
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Before going on, a word of caution may be in order.
The concept, and some of the techniques, for using a tablet
to do limited character recognition of mathematical
expressions is not new. Indeed one of our prototype systems
(to be described later) draws heavily upon some of these
existing technigues. However, nearly all existing systems
have suffered from two constraints: first, they were
designed during a period in which dedicated computers of the
power of LSI-11 (PDP-11 costing around $700) were aerely
pipe-dreams and hence the designers of these systems were
forced to make many cocmpromises solely because of the 1lack
of computational resgources. Secondly, and much more
importantly, none of these systems had any effective way of
using higher-order knowledge such as semantics and
pragmatics of the given domain to help resclve ambiguities
that 1inevitably appear 1in the 1input. In fact, simply
segmenting a stream of character strokes 1into meaningful
characters often requires knowledge about the likely intent
or meaning of the expressions, as does coping with any
sloppiness in the way these characters are written. The net
result has been tablet based input systems that are awkward
to use and require a substantial amount of human
adaptability.

Another reason for our exploring how to Cdesign more
fiexible and context-sensitive 1input mechanisns, concerns
our belief that a knowledge-based CAI system must be able to
use 1its krowledge to perform various tutorial tasks as well
as regurgitate factual information. It seemed to us that an
elegant and natural spin-off from having systems that can
engage in tutorial reasoning would be that these same skills
could be focussed inward to hel provide a dramatically more
flexible and "forgiving" input medium. Indeed many of the
same techniques for isolating, describing and even
correcting student errors are precisely what is needed for
deciphering ambiguous scribbles.

Experimental Input System:

During this contract we have devoted approximately one
man month to <constructing a prototype system (that is
currently demonstrable) and the design and partial
implementation of a second more ambitious system. Both of
these systems use the IMLAC, a Computek tablet which 1is
interfaced to the IMLAC and a TENEX computer. The IMLAC
does the local and real-time processing of the character
strokes as they are drawn on the tablet. The IMLAC then
passes the parameterized stroke information off to the TENEX
where  nearly all the computation 1is performed. Our
prototype systems are programmed mostly in LISP which means
we have sacrificed real-time performance for an extremely
flexible and powerful programming environment to develop and
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cxperiment, with our ideas, It is our intent that after we
Have refined our algorithms nd control strategies we shill
then worry about implementing them on a system somebhinge
like LSI-11.

Qur first prototype system was written by Daryle Lewis.
This system uses a character recognizer based on the Ledeen
algorithm which is described in Principles of Interactive
Computer Graphics <Newman & Sproull 73>. This chLaracter
recognizer is also trainable. During the learning session
the recognizer extracts simple features from each stroke and
stores the character 1in a decision table under these
features. Very briefly, during recognition it determines
the set of characters that the input character might have
been by comparing the features of the input character with
the features in the decision table.

This in:tial system also used a top-down syntax-driven
parser described in Andersods <Anderson 68> thesis as a
techninue to use some higher-order knowledge in interpreting
the input., In the appendix of this <thesis, Anderson
descrihes an efficient parser for mathematical expressions
which 1is a specialization of his more general parser taking

advantage of certain features of expressions, namely that
the principal operator of an expression is always the
left-most character. It also uses the stronger assumption
that arithmetic expressions are almost linear, and that they
can be 1linearized. In fact, the scheme begins by
linearizing the expression. It does this by first sorting
the characters by their spatial 1location, the. assembling

strings with the notation for superscript and subscript.
Arithmetic expressions can be described as linear with the
exception of fractions and as previously mentioned,
subscripts and superscripts. Then a linearized expression
is parsed in a conventional top-down, left to right way with
backtracking. Lewis's prototype system currently recognizes
arithmetic operators, integral signs, summation signs,
fraction bars, numbers and variables. . Example of
expressions it's capable of parsing are shown in Figure 5.1.

This system demonstrates that a very simple system with
a minimal understanding of two-dimensional expressions can
do reasonably well in a highly constrained environment.
However the system has definite flaws and probably cannot be
extended to adequately fit the needs of our algebra system.
Some of its problems are as follows: Anderson's parser
ncver really hail noisy real-world data. Instead he gave it
letter-perfect data: two dimensional coordinates of
cnaracters, perfectly prerecognized characters, and
correctly assembled 1integers. Unfortunately, probably no
character recoguizer can be good enough to present student
generated data in this clean a form. Since the string
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narser is nondeterminictic, it could be extended to oover
the uncertainties present in the character recognition but
the linearizer 1is inherently deterministic and 1is very
sensitive to poor noisy data and therefore limits the
robustness, flexibility and strength of this kind of
recogniticn system. The character recognizer of Ledeen has
its limitations too. For exanple it does not address the
segmentation problem, that is, partitioning the stream of
strokes into groups of strokes making up each character. To
circumvent this problem our initial system required the
student to pause a half a second between characters in order
to unambiguously and correctly segment the strokes into the
~haracters. This technique works but represents an
unnatural and disturbing constraint for a student using the
t.ablet

Benrause of the psychological ramifications of these
constraints, the system was extended to the point where it
collects a stream of strokes without explicit indication of
the inter character segmentation and then attempts to fit
characters over the stream. Spatial information is used 1in
this segmentation. The overlap relationship between
adjacent strokes is used to strongly suggest that this pair
of strokes belong to the same character. Likewise a longer
sequence of strokes that makes up a character is preferred,
and a number of other heuristics help the segmentation.
Although tnese changes improved its likelihood of success,
we decided that a fundamentally different approach shou%d be

pxplored.
Yow Views of Parsing

Nne view of parsing is that of translating strokes or
other input 1into a tree or other meaningful structure. In
this view, a grammar Jescribes the bridge between two
representations. The meaning of an input travels over the
bridge into new, structured representations. Parsing 1is
¢rouping and rearrangine information.

A more recent and more powerful view is that parsing is
not rearranging meaning but rather finding meaning, and Jjust
as importantly, finding intention 1in a communication.
Consequently, an 1input may not be a correct realization of
the intended meaning, but may be full of mistakes,
sloppiness and other noise. To translate the input without
any consistency or plausibil  checks will further obscure
the meaning by introducing ‘ore erroneous structure. It
is only by knowing what the ¢ unicator could want to say
and what could be said that - utterance can be understood.
A parser and a grammar must be much more a filter of what
inputs make sense. Wwhat the 1input seems to mean may be
nonsensical or irrelevant to the situation in which it is
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said. It is only by understanding the situation that the
right interpretation can be found. The 1importance of ‘the
situation of an input has only vrecently come to be
recognized. Communicatisn always has a context and can only
be understood within 1it. Linguists have become painfully
aware of the w2akness of syntax without semantics. What we
hope will distinguish our tablet understander from previous
ones is the consiructive use of semantic knowledge as 2
powerful constraint or filter for parsing.

There are many levels of knowledge to be applied to
input that will potentially help the parser disambiguate.
/7 the simplest level, algebraic expressions have a syntax.
ror example, the knowledge that parenthesis come in pairs
can help distinguish a "C" from a left parenthesis which can
be realized by the same 1irnput stroke. Only context
identifies which was meant. N=tural hand printing 1is not
precise enough to distinguish between these two characters
or between many other pairs of characters. For this reason
many previous tablet systems have required the user to learn
new printing conver.ions such as slashing zeros. These
conventions shoul ' not be necessary where the meaning is
"obvious™ (to the tcudent anyway). At another 1level of
knowledge, the ~tem knows which algebraic manipulations
are being taught erefore, by knowing what exercises are
being performed, 1 student's input can be related to them
by the operations «nd manipulations being taught. The
system might even know of faulty manipulations that students
commonly use. For example 1f the distributive operation
were applied to (A+B)X and the parser found AX+13X it would
be able to see 1t as AX+BX. Or. yet another level the system
could wuse its model of the student to understand the input.
By being aware of thz student's vocabulary of algebraic
symbols and manipulations some 1interpretations of input
become less likely. 31 might look like 3!, but 1if the
student doesn't know about "!", the factorial sign, then the
correct interpretation is easy to make.

So we have seen that there are many levels of knowledge
that can be applied to parsing. What makes this system a
challenge to design 1s that each of these sources of
knowledge is imperfect and will introduce errors.
Collectively they must correct their errors and arrive at
the best interpretation of imprecise input.

Chart Parser for Parsing Subeypressions

Using a straightforward top-down parser for rejecting
anomalous character identification 1is subject to serious
combinatorial problems because a purely backtracking parser

throws away the good 1information gathered wunder an
unsuccessful hypothesis. To overcome these and cther
-115-

o

172:



problems, another approach 1s being tried by Steve Purcell.
The second system uses the same character recognizer but
will employ a substantially different parsing algorithm.
The parser will be a chart parser like those developed by
Martin Kay and Ronald Kaplan. The chart is a data structure
to hold the fragments of successfully parsed expressions.
All the phrases that are ever noticed are remembered and are
available for building larger phrases. The chart holds the
entire utterance or expression. This allows parsing to
proceed from whatever islands of certainty there are. The
parser 1s not constrained to proceeding in chronological or
left to right fashion! The chart would correspond to the
notion 1in Woods' ATN grammars of the well-formed substring
table. This is a table of subexpressions which are saved
when the parser makes a mistake and backs up. The
weli-formed su' :ring is a successful parse of a group of
words. It may be used by another path in the grammar other
than the one that first requested the phrase. This helps
th.. top-down parser prevent the repeated parsing of lowest
level expressions.

The basic concept of the chart '1ust be adapted to two

dimensions. In addition, there are strong built-in
assumptions that the parser is parsing a one-dimensional
utterance. In one dimensional strings a phrase is
constrained to cover or include one interval (in time) of
input data. In two dimensions a phrase is, roughly, some
continuous neighborhood of 2a simple-connected set of the
two-dimensional plane. In one dimension the

simple-connected set 1is merely an interval and can be
described by its end points. In two dimensions there is no
such simple description of simple connected sets because the
sets can be very complicated. There can be very many
4ifferent connected sets.

This second system will not linearize the characters
into a string for the parser. It 1s felt that this would

destroy many of the two-dimensional relationships. A
mapping of two dimensions into one is always going to be
fragile and unstable. Small differences of interpretation

in two dimensions could lead to radically different one
dimensional strings.

The structure of a one-dimznsional grammar or parser
rises from the notion of phrases, coupled with the notion of
concatena.ion. In one-dimensional strings there are two
kinds of <concatenation: symbols are concatenated to the
left and to the right. Similarly, larger phrases are viewed
as concatenated with their left and right neighbors so the
constraint for forming a phrase 1in a string 1s t+that the
constituents be contiguous and non-overlapping. For a
phrase to become part of a larger phrase it must combine
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either with its left or 1its right neighbor. In two
dimensions there are more possibilities; a phrase could
combine with another phrase 1in any direction. For our
purposes (in algebra expressions) we consider nine different
neighborhood concatenation relationships: above, below,
left, right, overlapping and the Y4 diagonals. The model of
parsing will be to take the characters in their enclosing
rectangles, the coordinates of their centers, and to compute
the two-dimensional relationships between neighboring
characters to propose neighbors as potential phrases. It
will record the neighborhood relationship of the larger
constituents and grow larger and larger phrases. The
constraints on this parser are similar to the string parser.
Two subphrases of a phrase must be neighboring and they must
be disjoint sets of strokes. The parse will be a tree with
one root and the leaves will be all the strokes or all the
characters of the input.

Some phrases may cause expectations to be set up which

will affect interpretations of neighboring phrases. For
example, the presence of an integral sign would cause the
character "d" to be 1interpreted as part of the integral
“ derivative. The parser will reach decision points as it
builds phrases. This refle:ts the local ambiguity that will
not be resolved until hopefully later 1in the parse. The

chart has to hold all the possibilities or the
representation of the possibilities so far encountered.

The chart 1is constructed so that decisions or
ambiguities in one area of the expression will not recombine
with the ambiguities of another, as long as these phrases
are disjoint. This is in contrast with the back-up parser.
If two independent assumptions or decisions are made and the
first proves false, then the second is needlessly undone and
remade. In this way the backtracker multiplies out
ambiguities even though they are essentially in phrases that
do not overlap or interact.

But even a chart parser still has the potential of
exploding. There may be an ambiguity in a subphrase of a
much larger phrase. This ambiguity could be preserved and
larger phrases constructed which may be similar in every way
except in one subphrase of a subphrase, etc. To prevent
this kind of explosion we hope that the parser can converge
its idea of the parse and merge alternative parses as soon
as there is a resemblance.

For example there is the ambiguity between the letter B

and the number 13 which participates in a large phrase

Y(A + 13) versus U4(A + B). The parser would build two

independent large structures differing only in the B versus

13. The Purcell parser as planned will merge these two
-117-
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Structures into the same structure where the representation,
the B or the 13, will have a decision marker on it. When
alternative phrases arise which do not merge soon, the
parser will stop growing the phrase in that direction and
wait for expectations to be established to give it better
guidelines for choosing between ambiguous phrases.

The algebrai~ context is another source of 1information
that the parser must make use of. In a series of
expressions written in the course of solving an algebra
problem, there 1is much similarity from line to line as
expressions are manipulated and rewritten. For example,
there are many expressions that the parser should be able to
recognize once it encounters the phrase 4(A + B). If
4(A + 13) 1is then input, the 13 should be forced back to B
or the original B should be reworked as a 13.

In other words the parser will attemp’ to recognize

expressions that it has encountered before. This 1s an
example of how the semantics of algebra augment the
syntactic grammar in the parser. To do this, equivalence
relations on several levels will be recognized. There are
many graphical realizations of any given number. For
example, U4 can be written with an open or closed top. There
are equivalences in the algebraic vocabulary. Division can

be indicated by a minus sign with a dot above and below, or
it can be realized by a diagonal slash as in a fraction or
as a hor-izontal bar as in a large fraction. Any occurrence
of one of these will have associated with it the canonical
form of division so that, 1in successive expressions,
division realized 1in one way will correspond to division
realized in another. This correspondence can guide the
parser to the right interpretation.

There is also the notion of 2 canonical expression.

For example, let's say the parser has already encountered
the expression A + B and now encounters A +. It maps A to
the canonical A which has already appeared in previous
expressions. It will also see, among other things, "A + B".
This will motivate the parser to look for B on the other
side of the +. This is one way that expectations are
generated. The advantages of looking for common

subexpressions are that an expression which has been written
clearly and carefully once, can then be written more
sloppily and the parser will be more robust and able to
recognize 1it.

There are even stronger semantics to guide parsing.
Another level of equivalence that the parser can look for is
algebraic equivalence under the legal transformations of

algebra: cancellation, solving equations, dividing through
both sides of an equation, etc. Through the series of steps
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in solving an algebra problem, the variables and expressions
can be traced from line to line, transformed slightly but
largely remaining the same. There is hope that the parser

can do this in conjunction with the understander which 1is

monitoring a student. The trouble that the parser has may
be trouble that the student has, and may be worth commenting
on.

We've said that the character recognizer used 1in the
Lewis system will probably be used in the Purcell system.
It has, however, a tew defects. The recognizer is a feature
extracter and the features that 1t extracts are not
sufficient for distinguishing some characters that it should

distinguish. The recognizer confuses u's and v's, 2's and
z's, ¢'s and parentheses, 7's and parentheses, 1's and
parentheses, integral signs and 1's, etc. One feature that

probably could be added to the recognizer that could be very
useful in distinguishing many of these otherwise ambiguous
characters would be some kind cf inflection point
recognizer, some second derivative of the curve, or some
measure of curvature to recognize sharp corners of v's, T's,
ete., Extra feature extraction may be desirable after an
initial guess at the letter has been made. If the letter
falls into a certain kind of ambiguity, a second feature
detector might be invoked. Alternatively all the features
might be extracted initially on all the strokes. Either

method would work.

Where are we in the construction of the Purcell system?
Most of the system is still on the drawing board. What has
been implemented 1is a program to grow a network of
two-dimensional neighbor relations between characters. By
using the enclosing rectangles of pairs of characters which
are neéar each other and locations of their x and y centers,
the pairs are put into spatial relations such as above or
below. The first relation builder is being interfaced with
a tablet to see how it can handle simple expressions. The
relations are easy to find for very simple, carefully drawn
data and it is expected that it will degrade gracefully,
still finding most relations correctly. Some of the partial
strategies have been experimented with by hand. Samples of
data from a large number of subjects have been used to
design the cystem described above. A lot of implementing
lies ahead, but there 1is every reason to expect that the
parser will be able to understand algebra expressions from
the tablet. The open question is how much the user will
have to adapt to the computer to make the task easier for
it. We hope that as few conventions as possible will be
necessary so that the tablet can be as natural and
unobtrusive as possible. We hope, for example, that 0's or
2's will not have to be crossed to distinguish them from o's
and 2's. Perhaps this convention can be used as a backup in
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the absence of context, but we hope the user will not view
the tablet as any different than paper.

There are many things that c¢an be done, with the
dynamic medium of a graphics display and a tablet, that

can't be done with pencil and paper. For the time being, we
plan to avoid these so that the tablet can he as similar to
paper as possible. It is tempting to put in some kind of

editing facilities to the tablet, but this will not be
pursued.

We have high hopes that the tablet will be a large
improvement over typewriter input of algebra. We think that
tablet understanding will touch on many interesting 1issues
i its own right; issues of using context to disambiguate a
noisy environment, and developing more general notions of
parsing. Related to this graphical input is the graphical
output of expressions. The Lewis system also 1included an
expression "pretty printer” that transformed expressions
into two-dimensional text. It handled layout successfully,
but had trouble expressing superscripts and subscripts
because characters had to lie on a line or clearly up on the
next line above and subscripts could rot be made smaller.
Perhaps characters oould be scaled and translated to fecrm
nice expressions. Some cxpressions or characters could be
transformed by rule, not merely by shrinking or stretching.
Square roots for example have a definite width and height
and could merely have a rule to extend the root sign. We
don't see it as important to rewrite the student input for
feedback. If the parser works, there's no need for it. The
original input 1s most casily recognizable to the user;
after all it's what he entered. But there is a time when
the tutor would like to give examples, and give them 1in as
similar a way as possible to the way the student weculd
perform the same example. For instance, a demonstration of
cancelling fractions needs an expression printer.

In conclusion, we see the graphical medium for both
input =and output as having the potential for greatly
improvineg the communicaticn between computer tutor and
student.



CHAPTER 6
SYSTEMATIC UNDERSTANDING

Synthesis, Analysis and Contingent Knowledge
in
Specialized Understanding Systems¥

A  fundamental <challenge in the design of useful
knowledge~-based CAI systems 1is to find ways to embed
knowledge and procedural skills into these systems 1in a

manner which renders them both efficient and robust
understanders (e.g. problem-solvers, question-answerers,
student modeller:, answer evaluators, etc.). The designers

of nearly all generative and/or AI-based CAI systems have
avoided facing the complexities inherent in substantive
domains of knowledge by tackling only small, well-defined
and closed subject domains. Indeed there are few, if any,
knowledge-based systems in existence that honestly face the
challenge of completely modelling a realistic body of
knowledge! This is due 1in part to the shortcomings of
current computer technology (which is rapidly and
dramatically improving) and in part to the lack of any
comprehensive and viable theory of how large and complex
bodies of knowledge can be represented 1in computer-based
systems.

As an attempt to remedy this deficiency we have
combined the collective experience gained 1in building
various knowledge-based CAI systems, and have constructed
the beginnings of a theory for how to represent complex
bodies of knowledge. It is our intent that a fully
developed theory will not only -establish some guiding
principles for how to build practical CAI systems that
really can "act" as intelligently as a human tutor, but that
such a theory will also provide wus with a new and more
powerful methodology for understanding <che structire and
content of the particular knowledge needed to carry out a
collection of tasks. If so, we will have a new handle on
how to view the skills that must be imparted to a student
and how the student 1s to use this knowledge in executing
his assigned tasks!

(*¥)This chapter is to appear, in a slightly altered form, as
a chapter in Representations and Understanding -- Studies in
Cognitive Science edited by D. Bobrow and A. Collins,
Academic Press 1975.




In the design of a knowledge-based system, careful
attention must be paid to the choice of representations for
different components of that knowledge. Clearly, the best
representation for a body of knowledge depends on how that
knowledge is to be used by the program, and thus better
characterization of the uses of knowledge is likely to lead
to better ways of designing knowledge representations. In
this chapter we present the SCA model, a framework for
describing the structure of "conceptually efficient”
understanding programs, based on a characterization of three
fundamentally different ways in which knowledge is wused 1in
such programs. Even though the SCA model is not full-
developed, we feel that it can be of use both to those who
are designing understanding programs, and to those who wish
to study existing programs to develop insights into
different approaches to representing knowledge.

The version cof the SCA model described 1in this chapter
applies to a <class of programs that we refer to as

specialists or expert understanders. These programs
understand the world 1in the sense that they can take in a
collection of data describing some situation, and then

answer questions about that situation. The programs are
referred to as specialists because they are only able to
deal with a limited class of situations, and can only answer
questions in some limited domain of specialization.

We are still in the process of developing the SCA
model, and many ideas are still in the form of
speculations and intuitions. In order to present
the essential aspects of the SCA model in the
clearest possible form, we have described a
simplified version of the model which does not
deal with a number of crucial issues in the design
of understanding systems. In particular, though
the systems to be discussed "learn" about their
environment 1in the simple sense of taking in
descriptions of the current state of Lhe
environment, they do not learn how to improve
their vperformance, nor do they extend their
initial knowledge about those properties of their
environment which hold in all states.
Additionally, though we believe strongly that
complex problems in understanding will be solved
by programs built from many specialized modules
that communicate and interact within a complex
control structure, the model we describe consists
of two programs what interact by simply creating
and accessing a common data-structure.
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Part ¢f our intent in articulating the SCA model is to
present a point of view on the design of expert
understanders which provides insight into how knowledge of
the expert's domain can be effectively used to design a
conceptually efficient understander. The SCA model provides
a framework for studying the structural similarities of a
variety of superficially digsimilar high-performance
understanding systems 1including perceptual understanding
systems, natural language data base management systems and
guestion answering systems. It also provides a basis for
discussing many current knowledge-based research issues such
as the meaning of analogical representations, the pros and
cons of different inference schemes (e.g. computational,
rule-driven...), ad hoc Versus general knowledge
representations, and the integration of such tools as
simulaticn into knowledge-based systems.

The :2mainder of this chapter is divided into two major
3ections. The first section is an account and explanation
of the concepts involved in the SCA model. This section
starts with a orie. description of the general concepts of
the SCA model, and then gives three examples of systems so
organized, in order to provide an intuitive feel for the
meaning of the ‘oncepts and their intended breadth. The
second section desecribes various ways in which the SCA model
can give insight into problems in the design of knowledge
representations.
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Section 1:
HE

13

A MODEL

1

D

Brief Description of the SCA Mod

|

For the purpose of providing an overview of this model,
let us consider a hypothetical expert understander who
obtains information about the world in the form of a
collection of basic uninterpreted "sensations" or raw input
data. The expert must answer questions about the world on
the basis of this raw data. Much like a human expert, our
hypothetical expert uses his specialized knowledge to
combine, organize and augment this data, and thereby
synthesize a substantially enriched world model or
contingent knowledge structure (CKS).

In its simplest form, this CKS might just ©be a
data base of assertions describing the expert's
current knowledge. In general, however, the CKS
is a complex data structure that represents the
expert's current model of the world. This model
may include analog representations of some aspects
of the world, as well as semantic networks and
other knowledge representations.

The SCA model extends this iaea and specifies that an
understander should be designed as two separate experts, one
to synthesize a CKS from the collection of raw 1input data
and the other to analyze the information in the CKS in order
to answer the questions posed to the understander. The raw
input data are the result of the operation of other programs
or input devices, and are not usually represented 1in terms
of concepts that are directly usable by the understander.
The first expert, or synthesist, converts this raw 1input
data into a form suitable for the understander to act on.

In addition to simply augmenting the information
contained in the raw data, and reorganizing this
data, the synthesis operation often changes the
elementary concepts 1in which the information 1is
expressed (e.g. changing from a representation of
a visual scene as an array of intensities to a
collection of boundary lines, or from a collection
of boundary lines to a set of three-dimensional

objects) .
The second expert, or analyst, retrieves knowledge
explicitly represented in the CKS, and uses world knowledge

to infer facts not explicitly contained in the CKS, perhaps
using procedures as complex as general theorem provers.
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The effectiveness of the total understander depends
critically on the designer's ability 1) to provide the
correct balance of skills (and nomputational 1load) between
the synthesist and the analyst, 2) to design a class of
CKS's which represent Just those aspects of the world state
needed to facilitate the operation of the analyst, and which
can be directly represented as efficient combinations of
procedures and data-structures, and 3) to wuse special
purpose techniques to enable the synthesist to fill 1in the
CKS in an efficient way.
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Section I1:
GENERAL DESCRIPTION OF THE ELEMENTS OF THE SCA MODEL

The Synthesist

The synthesist describes or accounts for a collection
of input data in terms of some acceptable structure which 1is
an instance of a class of structures specified by the
designer. It must impose the "best" acceptable structure on
the input deta (which may already be organized 1in some
fashion). The 1imposed structure accounts for the original
input data in terms of concepts useful to the analyst, and
provides the only mechanism through which the analyst 1is
permitted to obtain information about the state of the
world. In general, the analyst never has direct access to
the information contained in the raw input data. In more
elaborate versions of the SCA model the analyst can request
the synthesist to synthesize a new CKS based on the current
needs of the analyst. This may change the effective
information that the analyst obtains from the raw 1input
data, by means of the CKS, but it does not remove the CKS as
a necessary intermediary.

There are three inter-related operations that may be
performed by the synthesist:

1) structure determination - determine which of

the potential structures (e.g. configurations of

blocks, parse trees, etc.) it knows about should

be used to represent the given raw data,

2) matching - determine the correspondence between
the raw data 1items and the parameters of the

chosen structure, and,

3) augmentation - determining parameters of the
CKS not directly corresponding to raw data items,
but which must be chosen to satisfy some set of

constraints.

These operations may require a coordinated search through
both the entire set of facts and the possibly infinite set
of potential structures, in a matching or parsing phase.
The synthesist may put the given facts in a canonical form,
for example by algebraic simplification, by reduction to a
structure composed of semantic primitives, or by using
hash-cnding and search to reduce an expression to a unique
internal str_.oture <Reboh 73>. Finally, the synthesist may
fill in parareters of the structure in a manner determined
by the = input data and a set of constraints. The
synthesist wmay »rly have to perform one or two of these
operations (for example, when the matching operation and
structure determination are trivial but the augmentation
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operation is difficnlt).

It is often possible to distinwuish repositories of
knowledge corresponding to an active synthesis agent, a

description of the class of possible contingent knowledpe
structures, and a goodness measure which evaluates how well
a structure matches up with the raw 1input data. In the

LUNAR parser <Woods 73>, for example, the description of the
class of possible contingent knowledge structures (as well
as rules for searching for the "best" structure) is given as
an Augmented Transition Network and the active agent is the
general ATN paracer, In many cases, however, it 1is
impossible to separate the synthesizing agent from the
description of the structures to be synthesized. In these
cases the synthesist 1s implemented as a specialized
procedure for instantiating a particular class of structure
- this is often more efficient, though less flexible.

It may seem possible to buiid in accessing functions in
the analyst and do away with synthesis, particularly where
the information used by the analyst only depends on a small
amount of raw input data. However, the choice of structure,
even for a small portion of the raw 1input data, often
depends on the entire <collection of raw input data. In
these cases one cannot do without the synthesist by simply
putting extra processing in the analyst - the extra
processing needed 1is actually the complete synthesis
operation. For example in the blocks world the analyst need
only look at a structure determined by a small part of the
input to answer questions about a single block, but the very
concept of a2 block depends on a synthesis process that takes
into account the entire set of line segments in the scene.

Contingent Knowledge S*ructures

The contingent knowledge structure, (CKS) is a
data-structure which represents the understander's knowledge
of the state of the world. The CKS forms the interface
between the synthesist and analyst, and thus determines the
way ‘7 which the characteristics of the world are
inte ~ted by the specialized question-answering and
prob. .-solving capabilities of the analyst. Because of
this, the capability and efficiency of an SCA understander
depends critically on the design of the CKS and its computer
representation.

There are two distinct aspects to the design of the
CKS:

1) the conceptual structure which the CKS imposes

on the world
i
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2) the data structures and  procedures  chosen 1o
represen. the entities, properties and relations
which make up the conceptual structure of a CKS.

Like a language, the class of possible CKS's define a
set of conceptual entities, rclations and structures which
determine the way the analyst can most casily express its
questions and operate on its model of the world. It
determines the distinctions which the analyst can possibly
make between states f the world. For example, in the
blocks world understand»r the conceptual entities are blocks
with sizes, shapes, npositions in three-dimensional space,
and relations depending on their positions - rather than
corners, connected sequences of line segments, or any other
possible structural entities.

Given several alternative conceptual structures for the
class of CKS's, 1t 1is tempting to choose the "most
expressive" on=, to facilitate the description of the states
of the world and the questions of the analyst. Howeve:, the
analyst must be capable of dealing with any CKS within the
chosen conceptual framework, and more subtle and complex
frameworks require more complicated (therefore usually less
efficient) analysts. Thus there 1is a tradeoff between
expressiveness and efficiency, and a good conceptual
structure 1is one that can readily express those properties
of the world that are relevant to the analyst, but does not
lend itself to describing irrelevant details or impossible
states. An example of an unproductively rich conceptual
structure for the blocks world CKS would be one that could
represent all connected sets of 1line segments, including
collections of lines not corresponding to the boundaries of
a set of blocks. Such collections are impossible 1in the
blocks world and hence are irrelevant to the blocks world

analyst.

We believe this tradeoff 1is closely related to one
hypothesized by Dr. Frederick Thompson of Caltech <Thompson
72, Randall 70, Greenfeld 72>. Thompson's conjectured
wpundamental Theorem of Information" says, roughly, that
given a collection of observations of the world, and a
sequence of progressively vricher languages, there is an
intermediate language in which the descriptions of the
observations carry the greatest information. This most
informative language is not rich enough to eXpress all the
details of every observation - the concepts that make up its
semantics are broader and more abstract than the details of
the observations, and thus it captures the 1important
properties of the observations without allowing the
expression of unnecessary or irrelevant detail.
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Aruitoxt provided by Eic:

By eat o the KOS prov oden the only  mechanism Cor the
malyst to reler Lo the properties of the world <tate,  The
UKS reduces the complexity of the analyst by providing a

Porm o ol canonical representation tor world states.  States
ot the world which can be Lreated similarly by the analyst,
are s mapped  into similar CKS data stpuctures.  Thus, toe

conceptual structure must be designed to facilitate both tae
expression  of the questions which the analyst must answorp
and the operations which the analvat must perform in  rcrooe
Lo answoer the question:s,

We bolieve “hat in most cases the CKS is best viewed as
a model for the astate of the sorld, rather than a
description of the state, so that tie operations of the
mnalyst correspond more to observations of the world than to

manipulation of the representation of assertions. We use
the term "observation"™ in the sonse of an operation on the
world that produces information as a recsult, and whic:  does

not  change  the state of the world (this is in accord with
the simple version of the SCA model, but is not « general
restriction). We do not mean to imply that such
observations are simple operations, or that the .nalyst is
simply an information retrieval mechanism that observes what
is explicitly present in the CKS.

Much of the understander's knowledge ~{ the state of
the world 1s not contained explicitly in the CKS, but is
embedded in a set of tacit agreements between the synthesist
and analvst as to the way in which the data-structures that
form the CKS are to be interpreted. For example:

a) A linear sequence of 1links between sevoral
items ~2an be interpreted as a transitive relation
if the analyst determines that two 1items are
related by seeing if there i1s a chain of links

joining them.

b) A s>t of pointers to objects from elements of a
three-dimensional array is sufficient to represent
many ot the three-dimensional relnations among a
group of physical objects if both the synthesist
and analyst 1nterpret the existcnce of a pointer
from an array element A(I,J,K) to an object 0 as
meaning that 0 is lies within a box ~¢ntered at
coordinates (I,J,K).

) A list structure can be used to represent a
procedure for answering a gquestion, given a set of
ru.es such as those used to interpret LISP forms.
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Given a particular choice of conceptual structure and a
set of operations (defined 1ir. terms of the conceptual
structure) which the analyst must perform, the designer must
choose a collection of computer data-structures to represent
the CKS, which maintains the comprehensibility of the final
program and 1its overall efficiency. The distinctions we
draw between the conceptual structure of the CKS, the
implementation of the conceptual constructs in terms of
programming language constructs, and the eventual
implementation of these constructs in terms of machine-level
primitive operations are an attempt to deal with the problem

that Hayes <(Hayes T4>. poses:

"a representation which appears to be a direct

model at one level ... may ... be 1itself
represented in a descriptive fashion, so that it
becomes impossible to describe the overall

representation as purely either one or the other.
It seems essential, therefore, to use a notion of
level of representation in attempting to make this
distinction precise."

The Analyst

An analyst derives information from a CKS in order to
answer questions posed by some other process. Informally,
if the CKS represents a state of the world viewed from a
perspective defined by the conceptual structure of the CKS,
then the analyst infers answers to specific questions about
the state of the world using information in the CKS and a
set of rules. These rules include laws - of the world and
laws of logical inference, so that the answers provided by
the analyst correspond to true propositions about the state
of the world. The CKS is of necessity a finite collection
of information, but the set of questions one can ask about
the context usually come from an infinite set defined by
linguistic rules. Thus, the analyst 1s an inference
mechanism for bridging the gap between the finite set of the
properties of the world which are explicitly represented 1in
the CKS. and the infinite et of valid assertions (answers
to questions) about the world, which are implicitly
determined by the CKS.

The simplest analytic operations consist of the
application of compositions of functions and relations to
elements of a CKS, for example forming the sum of the

lengths of several 1lines 1in a geometric structure, or
comparing such a sum with the distance between two points.
More complicated anaiytic operations might consist of using
the results of such simple operations, along with general
world knowledge to deduce further properties of the world
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state represented by the CKS. In many cases the
understander need not explain or explicitly justify its
answers, so explicit logical deduction can be replaced by
other forms of inferenze or computation. For example, in a
CKS which consists in p-~t of a semantic network, properties
of an element can be inferred by tracing a path to some
other element and then applying simple computational rules
to a description of the relations 1in the path and the
properties of objects on the path.

The fact that "John's wuncle 1is Jane's grandfather"
could be derived from a chain "John SON-QOF Peter
HUSBAND-OF Mary SISTER-OF Isaac FATHER-OF Ellen WIFE-QF
Jack FATHER-OF JANE", by the application of a set of
simple rewriting rules to the sequence "SON-QF
HUSBAND-OF SISTER-OF FATHER-OF WIFE-OF FATHER-QF".
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Section III:
COMMENTS ON REPRESENTATION ISSUES

Universal and Ad Hoc Contingent Knowledge Representations

A theory such as the one which we hope wunderlies our
3SCA model would make it possible to discuss rationally the
representation of knowledge at the interface of the
synthesist and analyst, as well as the design and operation
of synthesists and analysts for particular problem domains.
It would permit us to phrase meaningful questions about the

relative merits of different contingent knowledge
representations from the point of view ot efficiency of
synthesis, analysis and original design, and could thus

clarify the debate over the relative merits of "general
purpose" and "ad hoc" representations of knowledge.

Let us take a superficial look at this debate in terms
of the SCA model. Given that all understanding systems must
convert their raw input data into data structures wused to
meet goals of the understander, the more goals that can be
met effectively with a single structure, the fewer times
must a synthesist be invoked to create another one.
However, building a single structure to serve many
independent goal-oriented procedures may be more difficult
than building several different specialized structures. In
addition, the improvement in efficiency of the goal-oriented
analytic operations may be brought about by the availability
of specialized contingent structures to make up for the
extra time spent in building them.

One must also take into account the resources necessary
to maintain consistency and compatibility among multiple
representations, or allow for the problems of potentially
inconsistent actions by different analysts*. These problems
are particularly difficult to resolve 1in understanding
systems which generate and deal with multiple contexts, such
as planning and problem solving systems.

One must also evaluate the impact of '"generalized" and
"ad hoc" representations on the problem of designing
systems. Clearly, having a single, highly efficient and
effective knowledge representation would substantially
reduce the time necessary to design new underctanding
systems. Even a unified conceptual framework like "the
omega order predicate calculus" (as in QLISP) can ease the
designer's task. On the other hand, the usefulness of

engineering handbooks attests to the fact that an organized
collection of specialized structures with capabilities and
limitations clearly spelled out can be quite as good a
(*)There is certainly evidence that human understanders have
inconsistent representations of knowledge, and that they can
come to 1inconsistent <conclusions by using different
techniques for solving problems or answering questions.
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design aid as a single generalized technique.

Contingent Knowledge Structures and the
Antecedent/Consequent Boundary

In building understanding systems with procedural
representations of knowledge, there 1is a serious design
problem in the distribution of expertise between the
antecedent ("if-added") and consequent ("if-needed")

procedures (as in PLANNER, <Hewitt 72>, CONNIVER, <Sussman
72> or QLISP <Reboh 73>. Roughly speaking, if-needed
procedures are triggered by the introduction of specific
goals and sub-goals to be met by the understander, while
if-added procedures are triggered by addition of new facts
to the contextual knowledge base.

The if-added procedures clearly correspond to the
operations of synthesis. It may not be clear that
if-needed procedures correspond to a combination
of synthesis and analysis, and not simply to
analysis. Simply speaking, the if-added
procedures correspond to data synthesis, while the
if-needed procedures correspond to goal synthesis,
since they replace a set of goals with a structure
of goals and sub-goals that combine to satisfy the

original goals.

One could conceivably avoid the wuse of  if-added
procedures entirely, by making all procedures goal-oriented,
and "reasoning backward", so that nothing is done' until it
must be done to meet a specific goal. This runs into
difficulty since it allows for little coordination between
the goals and the <context, so that it 1is possible to
generate vast numbers of irrelevant, impossible and costly
sub-goals. Additiconally, unless the results of sub~goals
are added to the knowledge base one can needlessly repeat
many sub-goal computations.

Alternatively, one can '"reason forward", taking the
contents of the context and applying if-added procedures to
derive all the goals which could be met given the context.
I this approach is implemented in an unrestrained fashion
one can end up swamping the data base in irrelevant results
before getting around to meeting the specific goals posed to
the system.

The concept of a CKS for a class of goals provides a
handle on the problem of how far to 1let the if-added
procedures run. In essence, the if-added procedures become
"potential goal" directed, as compared to the "specific
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goal" directed if-needed procedures. The CKS to be produced
by the 1if-added procedures stands in for the entire set of
potential goals. While it may be said that if-added
procedures are always directed towards satisfying a set of
potential goals, the explicit design of a CKS for a given
set of goals provides a mechanism for keeping track of
decisions as to what knowledge 1is to be encoded 1in the
if-added as opposed to the if-needed procedures. Given a
set of goals, one needs only to define a <class of CKS to
orsanize <contextual 1information and simplify the execution

of the corresponding if-needed procedures. If-added
procedures then implement a synthesis procedure to build
such structures from any of the expected contexts. One can

even package such compatible sets of if-needed and if-added
procedures into "demon teams" (as in QLISP, <Reboh 73>)

There is a catch to the above suggestion - how does one
find a compatible set of if-needed demons whose operations
are facilitated by a single contingent knowledge structure?
While we have no general answer to the problem, the
technique used in system understanders 1is suggestive.
Essentially, one replaces the search for a CKS and
compatible set of if-needed demons with a search for a query
language 1in which all the demons' information needs can be

expressed. Starting with  a rough idea of these basic
semantic entities relevant to the demons (e.g. some
"objects'", "structures", "relations", etc.) one. considers

the types of questions about such semantic entities whose
answers would help meet the demons' goals. This <can often
be refined to a well-defined set of primitive questions and
composition operations which can be used to answer all of
the needed questions. One can then design data structures
and procedures that facilitate answering all the questions
in the query language, and the data structure and procedures
form the class of CKS's.

Hicher-Level Structures (Frames) and World Knowledge

The raw input presented to an understander is
insufficient to tell the understander all it needs to know
about the specific situation it is in. There is always a
need for world knowledge in the understander to fill in the
meaning of the input. Several chapters in this book discuss
the problems of how to organize such higher-level knowledge,
how to find knowledge relevant to a given collection of
inputs, and how to wuse this knowledge to provide an
interpretation of the input. We refer below to the process
of ocombining higher-level knowledge with input information
as frame-instantiation, and call the resulting structure an
instantiated frame (even though the higher-level knowledge
may be a script or scheme, etc.).
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The SCA model presented in this paper does not say much

about finding knowledge that 1is relevant to a given
situation, but it does say something about
frame-instantiation and the use and structure of
instantiated frames. In fact, the process of
frame-instantiation is a synthesis operation, and the
resulting instantiated frame is a CKS. The primary use of

the instantiated frame is to provide the information needed
by analysis procedures, in the best organized form.

The view of parsing and perceptual processing as
synthesists (and hence cousins to frame instantiation) leads
to the realization that different instantiations of the same
frame can be as different 1n structure as two distinct
sentences, or two distinct arrangements of blocks. Many
descriptions of frame instantiation give the impression that
21l instantiations of a given frame have similar structures,
differing primarily 1in wvalues that fill in slots in the
frame. Since slots can be filled by instantiated frames
this can 1indeed 1lead to a structure as complicated as a

. parse tree, but not obviously to a network-structured entity

like a model for a collection of blocks. Simply expanding
slots into subordinate frames 1i: equivalent to top-down
parsing. For <complicated structures, a combination of

top-down and bottom-up approaches may be advisable, and one
might wusefully apply many of the techniques of natural
language parsing, including well-formed substring tables or
charts for handling 1local ambiguities wuntil they are
resolved by more global constraints.

The use of synthesists for relaxation techniques and
other methods for simultaneous constraint satisfaction
extends the range of frame-instantiat:on operations beyond

those commonly considered. Much attention has been given to
the problem of determining which frame is to be
instantiated, and how to switch from attempting to

instantiate one frame to the instantiation of another. frame
when difficulties arise {see the working paper by 3.
Fahlman quoted in Minsky 1975). This suggests that choosing
the correct frame 1is difficult, but instantiating it is
simple. Once one realizes that frame instantiation may
involve complicated simultaneous constraint satisfaction or
expansion of structures as complex as natural language parse
trees, it is clear that complicated synthesis techniques are

needed for frame instantiation.

The literature on frame instantiation, and the
structure of frames, gives 1little idea about the uses to
which instantiated frames are put. The SCA model suggests

that it 1is wvital to know the questions which are to be
answered with the help of the instantiated frame. A
synthesist, CKS and analyst are designed together, as
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interdependent modules, suggesting that both frame
instantiation and the structure of instantiated frames must
take into account the set of goperations to be performed on
the instantiated frame. The conceptual structure and
machine representation of a CKS depend heavily on the
expected inputs to the synthesist, on the design of the
synthesist, and especially on the operations to be performed
by the analyst. Even when the inputs and their rezl-world
meaning are fixed (e.g. where the inputs are always line
segments corresponding to the edges of blocks) the
information in the CKS must depend on the questions to be
asked by the analyst (e.g. do they ever refer to position,
volume, etc.).

ek
Mrm
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Section 1V:
CONCLUSION

The straightforward SCA model presented above is not a
complete description of our current concept of the design of
an understanding system. A more complete one is hinted at
in the section on the LUNAR question-answering system, in
which the synthesist is itself viewed as an expert which 1is
broken down according to the SCA model. 1In general we hold
a belief similar to that of Hewitt, in which programs are
composed of interacting active procedural elements or ACTORS
(Hewitt 73>. We feel that individual ACTORS should each be
organized in terms of the SCA model, with separate
synthesis, analysis and contingent knowledge structures.
The synthesist (or analyst or CKS) of a more complicated
ACTOR is built wup by the activity of a collection of
cooperating ACTORS. The crucial 1ssue then becomes the
design of the sociology of ACTORS, that is, the
communication and control strategies used to organize the
efforts of the independent ACTORS. The SCA model itself 1is
a partial (very partial) answer to this organization
problem, since it suggests that the ACTORS composing a
complex ACTOR are organized into three separate groups that
interact by well-defined means. We believe that another
valuable source of ideas for the sociology is the work of R.
Kaplian <Kaplan 75> on the GSP natural language system, in
which the components that make up a parser are organized
into consumer and producer modules that interact with one

another.

Given the changing economics of machine architecture,
in which 1t is becoming possible to think of machines with
hundreds of interconnected micro-processors, the ability to
view AI processes in a way which 1leads to parallel
decompositioas may be quite useful. Viewing synthesis as a
constraint satisfaction operation leads naturally to
implementing it by groups of parallel processes which
cooperate to find the best structure to match the given set
of constraints. We should point out that the economics that
we are approaching is not a new one - it is the economics of
genetic systems, the economics of constructing a brain.
Given the 1information needed to define one type of neuron
and its pattern of interconnections, it is not substantially
more difficult to grow millions or billions of copies. Many
of the underlying intuitions that led to the SCA model stem
from a study of the interactions of neurons in terms of a
model for neuron function suggested by Dr. J.Y. Lettvin
<Lettvin, personal communication>. We hope that it will
someday be possible to unify these disparate sets of 1ideas.
Possibly some of the ideas arising from extensions of the
SCA model to arrays of interacting SCA modules may be useful
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as way of viewing the operation of the brain.
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